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Abstract—The demand for capping carbon emission has pro-
moted the use of fuel cell energy in cloud computing, yet it is
unclear what and how much benefit it may bring. This paper,
for the first time, attempts to quantitatively examine the benefits
brought by fuel cell generation, and to illustrate how such benefits
can be realized with an intelligent coordination between grid
power and fuel cell generation. Specifically, we propose UFC, a
quantitative index called the utility of the cloud using fuel cells,
which captures the level of the datacenters operator’s overall
satisfaction from energy cost, carbon emission, and workload
performance. We formulate the UFC maximization problem
to jointly optimize both fuel cell generation and geographical
request routing. In order to avoid centralized solutions with high
complexity and low scalability, we develop a distributed algorithm
blending the advantages of Alternating Direction Method of
Multipliers (ADMM) and the auxiliary variable method, whose
performance is evaluated and verified through our extensive
simulations based on real-world datacenter workload traces,
electricity prices and generation data sets.

I. INTRODUCTION

Internet-scale cloud services are deployed over geograph-
ically distributed datacenters, and are indispensable for a
wide variety of applications, serving both enterprises and
consumers. It is readily acknowledged, however, that their
enormous and growing energy demand not only increases the
total operational costs, but also has a profound environmental
impact. It is estimated that datacenters will consume about
8% of the worldwide electricity by 2020, and produce 2.6%
of the global carbon emission [1]. As one of the leading cloud
service providers, Google emitted 1.68 × 106 tons of carbon
in 2011 [2], 15.86% more than their emission in 2010, which
is on par with the carbon emission of the United Nations [3].

Given the exacerbating pressure from both energy shortage
and global warming, an increasing number of cloud service
providers have started to incorporate renewable energy sources
to reduce the carbon footprint of their infrastructures. By
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Fig. 1: The one-week Facebook power demand profile and the electricity
prices at Dallas and San Jose, September 10 – 16, 2012.

building wind farms and/or solar arrays to partially power
their datacenters, prominent environmental benefits have been
achieved. Recently, a new source of renewable energy, fuel cell
generation with biogas, has attracted a tremendous amount of
interest, as its technical advances have made it economical and
feasible. For instance, Microsoft recently launched a project
named “Data Plant” to run a datacenter powered by fuel cells
with biogas from a nearby wastewater treatment plant [4].
Google recently announced that it would build a massive
datacenter for Gmail and Google+ services, powered by energy
coming from fuel cells that use biogas from livestock farms [5].
Providers such as Apple, eBay and Facebook are also investing
in fuel cell generation to “clean up” their cloud services.

There are several distinctive features that make fuel cell
generation more appealing than wind energy and solar power
in modern datacenters. First, fuel cells running on biogas
can provide carbon neutral (i.e., carbon-free) generation, with
no environmental pressure to the service providers. Second,
fuel cell generation may lead to cheaper power generation,
reversing the recent trend of rising power generation costs. This
implies that reducing the carbon footprint and energy cost are
no longer mutually exclusive. Finally and most importantly,
the salient advantage of fuel cell generation in the context of
cloud computing is that, it allows the use of tunable output
of fuel cells to track the time-varying workload, without
compromising the workload performance. This is in sharp
contrast with datacenters using intermittent wind/solar energy,
where a performance scaling approach (e.g., DFVS) is used to
track the time-varying renewable power [6], or workload must
be routed to datacenters with abundant renewable energy [7].

Though using fuel cells can potentially lead to substan-
tial energy savings and significant environmental benefits, it
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TABLE I: Energy costs ($) of different strategies in Dallas and San Jose.

Strategy Grid Fuel Cell Hybrid
Dallas 9644 27957 9387

San Jose 28470 27957 18250

remains unclear how such benefits can be materialized in geo-
distributed cloud services. To show a high-level understanding
of this problem, we evaluate the benefit of using fuel cells
from the perspective of saving energy costs, by using the
Facebook datacenter power demand profile [8], historical grid
power prices and the current price for fuel cell generation, all
of which are shown in Fig. 1. We consider three alternative
strategies: (1) Grid, which only uses electricity from the power
grid; (2) Fuel Cell, which only uses fuel cell generation; and
(3) Hybrid, which dynamically switches between grid and fuel
cell generation, and always chooses the cheaper alternative.
The one-week energy cost of each strategy is summarized in
Table I. The data in Dallas shows that completely relying on
fuel cells may incur much higher energy costs, while data in
both Dallas and San Jose demonstrate that a hybrid strategy
that coordinates the use of grid power and fuel cell generation
is most beneficial.

As the first dedicated effort, this paper attempts to un-
fold the benefits of fuel cell generation brought to the geo-
distributed cloud, and to understand the role of fuel cell
generation in the cloud. Specifically, we focus on the most
significant potential benefit brought by fuel cell generation,
and how it can be achieved through intelligent coordination
between grid power and fuel cell generation. We first propose
a quantitative index, referred to as the utility of the cloud using
fuel cells (UFC), which is significantly different from and
complementary to the existing indexes such as PUE (Power
Usage Efficiency) [9], CUE (Carbon Usage Efficiency) [10],
and ERP (Energy-Response Time Product) [11]. We point out
that UFC can be conceived as the degree of the datacenters op-
erator’s overall satisfaction from energy cost, carbon emission
and workload performance in terms of propagation latency,
which are typically the three most critical metrics to consider
in datacenter operations. We formulate the maximization of
UFC as a joint optimization problem on fuel cell generation
and geographical request routing.

However, since the scale of our problem is prohibitively
large, we propose to design a distributed control algorithm
that is scalable, robust, and amenable to practical implementa-
tions, based on Alternating Direction Method of Multipliers
(ADMM). ADMM [12] works well for linearly constrained
convex problems whose objective function is separable into
m (m ≥ 1) individual convex functions with non-overlapping
variables. It alternatively optimizes part of the objective with
one block of variables to reach the optimum with fast conver-
gence. Our problem is a 4-block ADMM problem, however,
the convergence of conventional ADMM for m ≥ 3 is only
achievable with the assumption that the objective function is
strongly convex [13]. Since our work attempts to examine
the effectiveness of current carbon tax function that may not
be strongly convex in promoting renewable energy, we apply
a variant of ADMM, called ADM-G [14], without relying
on this assumption. Furthermore, instead of directly applying
the original ADM-G that leads to a centralized solution, we
develop an efficient distributed algorithm by blending the
advantage of the auxiliary variable method and ADM-G.

II. THE UTILITY MAXIMIZATION MODEL

In this section, we propose UFC to quantify the potential
benefit brought by fuel cell generation, and formulate the
UFC maximization problem to jointly optimize both fuel cell
generation and geographical request routing.

A. System Overview

We consider a provider running cloud services on N
geographically distributed datacenters, denoted by D =
{1, 2, ..., N}, and each datacenter j ∈ D consists of Sj homo-
geneous servers. Although we assume that all the servers at
one datacenter are homogeneous, note that our model is quite
general and can be easily extended to capture the heteroge-
neous case with a few additional notations. The cloud deploys
M front-end proxy servers, denoted by S = {1, 2, ...,M}
in various regions to direct user requests to the appropriate
datacenters.

In progressive datacenters operated by Google, Apple,
Microsoft, etc., fuel cell generation (e.g., Bloom Energy
Server [15]) has been massively and increasingly deployed to
cap their carbon footprint. To capture this tendency, we assume
that each datacenter j ∈ D deploys fuel cells using biogas
to generate carbon-free power [15], with maximal electricity
output capacity µmax

j .

Inspired by the latest modeling work on datacenter [16],
[17], we adopt a discrete time-slotted model where the time
slot matches the time scale at which the fuel cell generation and
geographical request routing decisions are updated. At each
time slot t = (0, 1, 2, · · · ), an amount of user requests Ai(t)
from a common geographical region i arrive and aggregate
at the front-end proxy server i. In practice, the near-term
request arrival at each front-end proxy server can be predicted
quite accurately, by employing techniques such as statistical
machine learning and time series analysis [18]. Here we mainly
consider interactive workloads (e.g., web search) that can not
be deferred and must be served immediately. Thus, the decision
making is uncorrelated from slot to slot and we can focus on
a single time slot for the analysis henceforth.

Though fuel cell generation has recently received prime
interest in geo-distributed datacenters, there is no consensus
on what and how much benefit it can bring. In order to remove
these doubts, we first propose a quantitative index, referred to
as the utility of the cloud using fuel cells (UFC), to capture
the benefit of using fuel cells in geo-distributed datacenters.

B. Utility of the Cloud Using Fuel Cells (UFC)

For modern geo-distributed datacenters that host diverse
cloud services, cutting the rising electricity bill and carbon
footprint without workload performance degradation is essen-
tial. On the other hand, fuel cell generation promises advan-
tages of reducing both the energy cost and carbon footprint,
as well as enabling tunable output to guarantee workload
performance for geo-distributed cloud services.

Therefore, we propose the notion of UFC to quantitatively
measure the degree of the cloud operator’s overall satisfaction
incorporating three components: workload performance, en-
ergy cost and carbon emission after using fuel cell generation.
UFC captures the operator’s target on workload performance
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TABLE II: Key Parameters in the Utility Maximization Model.

Notations Definitions
M The number of front-end proxy servers S
N The number of geo-distributed datacenters D
Ai The amount of arrived requests at the front-end server i
Sj The number of homogeneous servers in datacenter j

λij
The amount of requests routed from

front-end proxy server i to datacenter j

Lij
The propagation latency between

front-end proxy server i and datacenter j
µj The fuel cell generation in datacenter j
νj The power draw from the electricity grid in datacenter j
pj The electricity price at datacenter j
p0 The price of fuel cell generation
Cj The electricity carbon emission rate at datacenter j

improvement, energy cost saving and carbon emission reduc-
tion. Note that the interpretation of UFC is quite generic in
realistic cloud services. In particular, UFC can be interpreted as
the operator’s total monetary payoff if we transform the carbon
emission to monetary costs (e.g., in the form of carbon taxes),
and associate the workload performance with the economic
gain.

Compared with the existing adopted indexes such as PUE
(Power Usage Efficiency) [9], CUE (Carbon Usage Effi-
ciency) [10], and ERP (Energy-Response Time Product) [11],
UFC is significantly different from and complementary to them
in at least two important aspects. First, indexes such as PUE
and CUE focus on the efficiency of a single datacenter, while
our proposed UFC is applicable to geo-distributed datacenters.
Second, the existing indexes are proposed for specific func-
tions, and none of them is capable of revealing the fuel cell
generation’s holistic efficiency in workload performance im-
provement, energy cost saving and carbon emission reduction.

To characterize each component of UFC, we identify the
following two interrelated control decisions that can influence
them: (i) Fuel cell generation, to determine the fuel cell output
µj in each datacenter j, with the output capacity constraint:

0 ≤ µj ≤ µmax
j , ∀j ∈ D,

where µmax
j is the aforementioned maximal output capacity

of fuel cells in datacenter j; and (ii) Geographical request
routing, to determine λij , the amount of requests routed from
the front-end proxy server i to datacenter j, with the following
load balance and capacity constraints:∑

j∈D
λij = Ai, ∀i ∈ S,∑

i∈S
λij ≤ Sj , ∀j ∈ D,

where Ai is the request arrival in terms of the number of
servers required at the front-end proxy server i, and Sj denotes
the number of servers in datacenter j defined in Sec. II-A.

With the control decisions above, we model each com-
ponent of the UFC as follows, along with key notations in
Table II:

1) Energy cost: Here, we focus on the power consumption
of the servers in our energy cost model. Specifically, it has
been widely shown by recent empirical studies [9] that, the
aggregated power consumption of homogeneous servers can be
measured as a linear function of the total workload, SPidle +

(Ppeak−Pidle)λ. S and λ denote the number of running servers
and the amount of workload, respectively.

Based on the server power model above, for datacenter
j ∈ D that hosts Sj homogeneous active servers and manages a
workload of

∑
i∈S λij and possesses a power usage efficiency

of PUEj , its server power consumption can be calculated as:
SjPidle + (Ppeak − Pidle)

∑
i∈S λij . Further, the total power

demand at datacenter j can be given as:

Dj

(∑
i∈S

λij

)
=
(
SjPidle + (Ppeak − Pidle)

∑
i∈S

λij

)
· PUEj .

The power usage efficiency metric PUE represents the ratio of
the total amount of power used by the entire datacenter facility
to the power delivered to the computing equipment. Inefficient
datacenters can have a PUE ∈ [2.0, 3.0], while leading industry
datacenters are known to approach a PUE of around 1.1 [9].

For better readability and to highlight the relationship
between the power demand and the amount of workload,
we rewrite the equation above as: Dj

(∑
i∈S λij

)
= αj +

βj
∑
i∈S λij , where αj = SjPidle · PUEj and βj = (Ppeak −

Pidle) · PUEj . Then, given the fuel cell generation µj which
is no larger than the energy demand αj + βj

∑
i∈S λij ,

the power draw from the electricity grid can be given as:
αj + βj

∑
i∈S λij − µj . With the grid electricity price pj and

fuel cell generation price p0, the total energy cost at datacenter
j can be captured by: pj(αj + βj

∑
i∈S λij − µj) + p0µj .

Note that the grid electricity pj typically fluctuates over
time [19], while the price of fuel cell generation p0 is fixed.
This observation implies that we can arbitrage the price
difference by switching between the power grid and fuel cell
generation. The total energy cost of the cloud is given by:∑

j∈D

{
pj
(
αj + βj

∑
i∈S

λij − µj
)
+ p0µj

}
.

2) Carbon emission: The enormous carbon emission of
geo-distributed clouds has been a vital concern for the
providers. However, such a concern can be defused by de-
ploying fuel cells in datacenters, since the fuel cell generation
with biogas is carbon-free. Thus, given the j-th datacenter’s
power draw αj + βj

∑
i∈S λij − µj from the electricity grid,

the carbon emission of datacenter j can be calculated as:
Ej = (αj + βj

∑
i∈S λij − µj)Cj . Here Cj is the electricity

carbon emission rate, i.e., the amount of carbon emission
when generating 1KWh of electricity in location j. It can be
estimated by summing the weighted contribution from each
electricity fuel type as follows:

Cj =

∑
k ekj × ck∑

k ekj
, (1)

where ekj represents the amount of electricity generated from
fuel type k in location j, and ck is the carbon emission rate
of fuel type k given in Table III.

The real-time or historical electricity generation data that
contains the fuel mix can be downloaded from the Regional
Transmission Organization (RTO) website. Note that, as with
the electricity price, the electricity carbon emission rate also
exhibits both spatial and temporal diversity. Furthermore, pre-
vious research [20] has observed that the carbon emission rate
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at each region shows a strong diurnal pattern, making it easy
to be accurately predicted.

TABLE III: Carbon dioxide emission per kilowatt-hour for the most
common fuel types [1].

Fuel Type Nuclear Coal Gas Oil Hydro Wind
CO2 g/kWh 15 968 440 890 13.5 22.5

In reality, except for the involvement of renewable energy,
many cloud service providers are also willing or enforced to
further offset the impact of their emission in the following
monetary ways: (1) Carbon tax, in countries like Australia,
Denmark and Norway, the heavy polluters will be taxed for the
carbon emission with a fixed rate. For example, the datacenters
among the top 500 polluters in Australia should pay $23AUD
for each tonne of carbon emitted. (2) Cap and trade, in
the European Union, the cap is allocated to firms in the
form of emission permits, which represent the right to emit a
specific volume of carbon. Firms that need to increase their
carbon emissions must buy permits from those who need
fewer permits. (3) Carbon offset, the polluters can offset their
emissions through investments on sustainable projects such as
tree-planting to absorb carbon emission, or renewable energy
certificates (RECs) to promote the development of green
energy. These projects would incur an additional emission cost
at datacenter j, denoted as Vj(Ej). In practice, Vj has different
forms at different locations or under different policies. In this
paper, we only need to assume that Vj is a non-decreasing and
convex function.

3) Workload performance: Arguably, latency is the most
critical performance metric for interactive cloud applications,
such as web search and social networking services. In this
paper, we focus on the wide-area network propagation latency
from a front-end proxy server to a processing datacenter, as it
largely accounts for the user-perceived latency and overweighs
other factors such as queuing or processing delays in datacen-
ters [16].

The propagation latency Lij between the front-end server i
and datacenter j can be obtained through active measurements
or other means in practice. Further, empirical studies have
demonstrated that, the propagation latency Lij can be approx-
imated with geographical dij distance between the front-end
server i and datacenter j as: Lij = dij × 0.02ms/km [9]. That
is, 1 km in geographical distance incurs a propagation latency
of approximately 0.02 ms.

As we have mentioned in Sec. I, for datacenters that
incorporate intermittent wind/solar energy, the geographical
mismatch between the workload demand and renewable sup-
ply would incur an extended workload propagation latency.
However, since the fuel cells enable the capability of load
following [21], i.e., the use of tunable output to track the time-
varying workload, the workload can be routed to datacenters
nearby, and thus the propagation latency is reduced.

The utility of the user group that is served by the front-end
proxy server i depends on the experienced average propagation
latency

∑
j∈D λijLij/Ai through a generic utility function U .

U can take various forms depending on the cloud services and
providers. Here we only assume that U is a decreasing and
concave function. A commonly adopted utility function is a
quadratic function that reflects the user’s increased tendency

to leave the service with an increased latency [1], [16], which
is shown as follows:

U(λi) = −Ai
(∑N

j=1 λijLij

Ai

)2

, (2)

where λi = (λi1, λi2, · · · , λiN )T .

C. Maximization of UFC

Having quantified each component of the integrated utility
UFC, we are now in a position to formulate the UFC maxi-
mization as an optimization problem that maximizes the total
utility of serving user requests, minus the carbon emission and
energy costs incurred.

max w
∑
i∈S

U(λi)−
∑
j∈D

Vj

(
Cj
(
αj + βj

∑
i∈S

λij − µj
))

−
∑
j∈D

{
pj
(
αj + βj

∑
i∈S

λij − µj
)
+ p0µj

}
(3)

s.t.
∑
j∈D

λij = Ai,∀i ∈ S, (4)∑
i∈S

λij ≤ Sj ,∀j ∈ D, (5)

αj + βj
∑
i∈S

λij − µj ≥ 0,∀j ∈ D, (6)

var λij ≥ 0, 0 ≤ µj ≤ µmax
j ,∀i ∈ S,∀j ∈ D.

Here, w is the weight of the workload latency compared to
the total cost of carbon emission and energy, and it rests on
the provider’s pursuit. (4) and (5) are the aforementioned load
balance and datacenter capacity constraints, respectively. (6)
is the power balance constraint, which ensures that the power
draw from the electricity grid is non-negative.

Remark: In the above formulation, we assume that all
the servers at each datacenter are powered on and thus the
parameter Sj(∀j ∈ D) is fixed. The rationale is that for
commercial cloud services such as Amazon, reliability is
more of a concern than shutting down the idle servers [22].
Nevertheless, our model is quite general and can be easily
extended to incorporate the choice of shutting down the idle
servers. Specifically, if we use Smax

j to denote the number of
total available servers in datacenter j, then, we further need to
determine the number of active servers Sj which satisfies the
additional constraint Sj ≤ Smax

j ,∀j ∈ D in each datacenter j.

Unfortunately, this maximization problem (3) has a very
large scale, as the cloud may deploy tens of geo-distributed
datacenters and hundreds of thousands of front-end proxy
servers around the world. The scale of this problem motivates
us to design a scalable and robust distributed algorithm that is
amenable to practical implementations.

III. DISTRIBUTED ALGORITHM

To address the challenge of solving the optimization prob-
lem (3) at a large scale, we resort to the alternating direction
method of multipliers (ADMM) optimization technique, whose
performance in solving large scale convex problems has been
extensively studied [12]. However, rather than directly taking



5

the ADMM technique for a centralized solution, we incorpo-
rate the advantages of both auxiliary variables and ADMM to
design a new distributed control algorithm that maximizes the
UFC.

A. A Primer on ADMM

ADMM solves the problem of minimizing a separable
convex function subject to linear equality constraints:

min

m∑
i=1

fi(xi), s.t.
m∑
i=1

Kixi = b, (7)

with variables xi ∈ Rni (i = 1, ...,m), where fi : Rni →
R (i = 1, ...,m) are closed proper convex functions, Ki ∈
Rl×ni are relation matrices, and b ∈ Rl is a relation vector.
Note that the model (7) can easily accommodate general
linear inequality constraint

∑m
i=1Kixi ≤ b by adding one

extra block. In particular, we can introduce a slack vari-
able xm+1 ≥ 0 and rewrite the inequality constraint as∑m
i=1Kixi + xm+1 = b.

A popular approach to the separable convex optimization
(7) is to form the augmented Lagrangian by introducing an
extra L− 2 norm term ‖

∑m
i=1Kixi − b‖2 to the objective:

Lρ(x1, ..., xm; y) =

m∑
i=1

fi(xi) + yT (

m∑
i=1

Kixi − b)

+
ρ

2
‖
m∑
i=1

Kixi − b‖22, (8)

where ρ ≥ 0 is the penalty parameter. Clearly the aug-
mented Lagrangian can be viewed as the unaugmented La-
grangian adding the penalty term, thus the minimization of
Lρ(x1, ..., xm; y) is equivalent to the original problem (7).

A generalized ADMM algorithm updates each xi (i =
1, 2, · · · ,m) in an alternating or sequential method as follows:

xk+1
i = argmin

xi

Lρ(xk+1
1 , ..., xk+1

i−1 , xi, x
k
i+1, ..., x

k
m; yk),

yk+1 = yk + ρ(

m∑
i=1

Kix
k+1
i − b). (9)

When there is only one block, i.e., m = 1, then ADMM
reduces to the standard augmented Lagrangian method of mul-
tipliers, for which the global convergence is well understood.
Further, when there are two blocks (m = 2), it has also been
demonstrated that every limit point of the iterate is an optimal
solution of the problem under mild assumptions. However,
when there are more than two blocks (m ≥ 3), the convergence
of ADMM has long remained an open question.

Some recent progresses have been made to establish the
global convergence of ADMM with m ≥ 3. He et al. [14]
proposed an algorithm called ADM-G, and established its
provable convergence (but with unknown convergence speed)
by correcting the output of ADMM with a Gaussian back
substitution procedure. More recently, Xu et al. [13] proposed
a distributed 4-block ADMM that is proven to converge with
linear convergence speed, based on the assumption that each
objective function fi is strongly convex.

As our objective function may not be strongly convex, we
choose to adopt ADM-G to devise our solution. In essence,
ADM-G can be regarded as a prediction-correction scheme.
Specifically, ADM-G predicts the new iterate in the forward
order (xk+1

1 → · · · → xk+1
m → yk+1), and then corrects the

predicted output in the backward order (yk+1 → xk+1
m →

· · · → xk+1
1 ) via a Gaussian back substitution procedure. The

detailed description of ADM-G is given as follows:

Step 1. ADMM step (prediction step). Obtain
(x̃k1 , x̃

k
2 , · · · , x̃km, ỹk) in the forward (alternating) order:

x̃ki = argmin
xi

Lρ(x̃k1 , · · · , x̃ki−1, xi, xki+1, · · · , xkm);

ỹk = yk + ρ(

m∑
i=1

Kix̃
k
i − b).

Step 2. Gaussian back substitution step (correction
step). Generate the new iterate (xk+1

1 , xk+1
2 , · · ·xk+1

m , yk+1)
by correcting (x̃k1 , x̃

k
2 , · · · , x̃km, ỹk) in the backward order:

G(zk+1 − zk) = ε(z̃k − zk); (10)
xk+1
1 = x̃k1 .

Here z = (x2, x3, · · · , xm, y), ε ∈ (0.5, 1] is a constant, and
G is the Gaussian back substitution matrix given as follows:


In2 (KT
2 K2)−1KT

2 K3 · · · (KT
2 K2)−1KT

2 Km 0

.

.

.
. . .

. . .
.
.
.

.

.

.

0

. . . Inm−1
(KT

m−1Km−1)−1KT
m−1Km 0

0 · · · 0 Inm 0
0 · · · 0 0 Il



Insight: The matrix G defined above is an upper-triangular
block matrix. The Gaussian back substitution step is thus easy
to execute. In fact, as we have mentioned, after the predictor is
generated by the ADMM scheme in the forward (alternating)
order, the proposed Gaussian back substitution step corrects
the predictor in the backward order.

The optimality and convergence of ADM-G can be guar-
anteed under very mild technical assumptions.

Theorem 1: Assume that the matrices KT
i Ki (i =

2, 3, · · · ,m) are nonsingular and the solution set of optimiza-
tion (7) is nonempty, the sequence generated by the proposed
ADM-G converges to an optimal solution of the problem (7).

B. Transforming the UFC Maximization to the ADMM Form

The UFC maximization problem (3) cannot be readily
solved using ADMM, due to the following two facts. First,
the fuel cell generation provisioning decision µj and the
geographical request routing decision λij are connected by an
inequality constraint, rather than an equality constraint required
by ADMM. Second, the carbon emission cost function in the
objective function Vj couples both the decision µj and the
decision λij , and it is inseparable unless Vj is linear.

In response to these challenges, we introduce an additional
block of variables νj = αj + βj

∑
i∈S λij − µj , and thus

to separate the integrated utility function and transform the
inequality constraint (6) to the equality constraint

αj + βj
∑
i∈S

λij − µj − νj = 0 (11)
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simultaneously. Note that νj ≥ 0, and it equals to the power
draw from the electricity grid in datacenter j. The UFC
maximization problem (3) is now transformed to the following
problem in ADMM form:

min
∑
j∈D

(
Vj(Cjνj) + pjνj + p0µj

)
− w

∑
i∈S

U(λi) (12)

s.t. (4), (5)

αj + βj
∑
i∈S

λij − µj − νj = 0,∀j ∈ D,

var λij , νj ≥ 0, 0 ≤ µj ≤ µmax
j ,∀i ∈ S,∀j ∈ D.

Is ADMM directly applicable? However, directly ap-
plying ADMM to problem (12) will lead to a centralized
algorithm with high complexity, since the workload utility∑
i∈S U(λi) couples λij’s across j, while the penalty term∑
j∈D

(
αj + βj

∑
i∈S λij − µj − νj

)2
and the capacity con-

straint
∑
i∈S λij ≤ Sj couples λij’s across i. Thus, the

workload utility ought to be separated from the penalty term
and the capacity constraints if we need a distributed algorithm.

To this end, we continue to introduce a set of auxiliary
variables aij = λij ,∀i ∈ S,∀j ∈ D, and reformulate the
problem (12) as follows:

min
∑
j∈D

(
Vj(Cjνj) + pjνj + p0µj

)
− w

∑
i∈S

U(λi) (13)

s.t.
∑
j∈D

λij = Ai,∀i ∈ S,∑
i∈S

aij ≤ Sj ,∀j ∈ D, (14)

αj + βj
∑
i∈S

aij − µj − νj = 0,∀j ∈ D, (15)

aij = λij ,∀i ∈ S,∀j ∈ D, (16)
var λij , aij , νj ≥ 0, 0 ≤ µj ≤ µmax

j ,∀i ∈ S,∀j ∈ D.

Insight: The problem (13) is equivalent to the problem
(12), where λij controls the workload utility with only the load
balance constraint (4), while aij ensures that the datacenter
capacity constraint (14) and the power balance constraint (15)
are enforced when the coupling happens across the front-end
server i. This is the key idea that enables both the λ and a
minimization to be decomposable, as we will demonstrate in
the following.

The augmented Lagrangian Lρ of problem (13) can be
readily obtained from (8). By omitting the irrelevant terms, at
each iteration k+ 1, the λ-minimization step involves solving
the following problem according to (9):

min
∑
i∈S

(∑
j∈D

(
ϕkijλij +

ρ

2
(λ2ij − 2akijλij)

)
− wU(λi)

)
s.t.

∑
j∈D

λij = Ai, λij ≥ 0,∀i ∈ S,

where ϕij is the dual variable for the equality constraint (16).

Insight: The problem described above is clearly decompos-
able over i into M per-front-end server sub-problems, since

Fuel Cell

Power Grid

Front-end 

Server #i
Datacenter #j

Fig. 2: An illustration of the information interaction between the front-end
proxy servers and the back-end datacenters of each procedure in the
ADMM step of our proposed distributed 4-block ADM-G algorithm.

the objective function and constraint are separable over i.
Similarly, we also find that the minimization step for µ, ν and
a are decomposable over datacenters. Therefore, the ADMM
steps in our problem can be efficiently computed in a fully
distributed manner.

C. Distributed UFC Maximization

In our 4-block ADMM problem (13), the workload utility
function U(·) and carbon emission cost function Vj(·) can have
various forms and may not be strongly convex. For instance,
the current “cap and trade” policy in the real world is based
on linear pricing, while the stepped tax system is also widely
adopted in economic fields. Therefore, a direct application
of the generalized ADMM (9) technique may not guarantee
convergence.

To address this challenge, we transform the constraints
λij = aij and αj+βj

∑
i∈S aij−µj−νj = 0 to the following

standard form:

K1λ+K2µ+K3ν +K4a = b,

where λ = (λ11, · · · , λ1N , · · · , λM1, · · · , λMN )T , µ =
(µ1, · · · , µN )T , ν = (ν1, · · · , νN )T , a = (a11, · · · , a1N ,
· · · , aM1, · · · , aMN )T are the 4 blocks of variables, b is the
relation vector, and Ki (i = 1, 2, 3, 4) are the relation matrices.

Interestingly, we find that KT
i Ki (i = 2, 3, 4) are non-

singular, which is just the case that ADM-G assumes. Before
giving the detailed scheme of our distributed 4-block ADM-
G, we first provide an intuitive and concrete understanding of
the mechanism of our algorithm. Specifically, we illustrate the
information interaction between the front-end proxy servers
and the back-end processing datacenters of the 5 procedures
of the ADMM step in Fig. 2. For each iteration k ≥ 0:

1) Based on the tuple (akij , ϕ
k
ij), each front-end server

i computes the predicted optimal request routing λ̃kij
and sends it to the corresponding datacenter j.

2) Each datacenter j computes the predicted optimal fuel
cell generation µ̃kij based on the triple (akij , ν

k
ij , φ

k
j ).

3) Each datacenter j computes the predicted optimal
power draw ν̃kij based on the triple (µ̃kij , a

k
ij , φ

k
j ).

4) Based on the quintuple (λ̃kij , µ̃
k
ij , ν̃

k
ij , φ

k
j , ϕ

k
ij), each

datacenter j computes the predicted optimal request
routing ãkij and sends it to the corresponding front-
end server i.
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5) Each front-end server i and datacenter j compute
the predicted optimal dual variables ϕ̃kij and φ̃kj ,
respectively.

The detailed iterative scheme of our proposed distributed
4-block ADM-G algorithm is as follows:

Distributed 4-block ADM-G. Initialize λ, µ, ν, a, φ, ϕ to
0. For k = 0, 1, ..., repeat

1. ADMM step (prediction step). Obtain
(λ̃k, µ̃k, ν̃k, ãk, φ̃k, ϕ̃k) in the forward order:

1.1 λ-minimization: Each front-end server i solves the
following sub-problem for λ̃ki :

min −wU(λi) +
∑
j

(
ϕkijλij +

ρ

2
(λ2ij − 2akijλij)

)
s.t.

∑
j

λij = Ai, λij ≥ 0. (17)

This per-front-end server sub-problem (17) is of a much
smaller scale compared to the original problem, with only N
variables coupled by an equality constraint. We further observe
that the objective function of the problem (17) described above
is still convex, so problem (17) can be efficiently solved with
the standard convex optimization technique.

1.2 µ-minimization: Each datacenter j solves the follow-
ing sub-problem for µ̃kj :

min (φkj + p0)µj +
ρ

2
(αj + βj

∑
i

akij − µj − νkj )2

s.t. 0 ≤ µj ≤ µmax
j , (18)

where φj is the dual variable for the power balance constraint
(15). This per-datacenter sub-problem (18) is a very easy
quadratic program with only one variable, and it leads to:

µ̃kj = max

{
min

{
αj + βj

∑
i

akij − νkj −
φkj + p0

ρ
, µmax
j

}
, 0

}
.

1.3 ν-minimization: Each datacenter j solves the following
sub-problem for ν̃kj :

min Vj(Cjνj) + (pj + φkj )νj

+
ρ

2

(
αj + βj

∑
i

akij − µ̃kj − νj
)2

s.t. νj ≥ 0. (19)

This per-datacenter sub-problem (19) is with only one
variable, thus, given the form of Vj , it can be readily solved.
For instance, if Vj is a quadratic function or linear function,
then the objective function is quadratic.

1.4 a-minimization: Each datacenter j solves the following
sub-problem for ãkj = (ãk1j , · · · , ãkMj)

T :

min −
∑
i

aij(βjφ
k
j + ϕkij) +

ρ

2

(
βj
∑
i

aij
)2

+ρ
∑
i

aij(0.5aij − λ̃kij + αjβj − µ̃kjβj − ν̃kj βj)

s.t.
∑
i

aij ≤ Sj , aij ≥ 0. (20)

This per-datacenter sub-problem (20) is a quadratic pro-
gram which has been studied in depth in the literature of
convex optimization. Though it is large-scale, it can be
transformed into a second order cone program and solved
efficiently [13].

1.5 Dual update: Each datacenter j updates φj for the
power balance constraint αj + βj

∑
i∈S aij − µj − νj = 0:

φ̃kj = φkj − ρ(αj + βj
∑
i

ãkij − µ̃kj − ν̃kj ).

Each front-end server i updates ϕij for the equality constraint
aij = λij :

ϕ̃kij = ϕkij − ρ(ãkij − λ̃kij).

2. Gaussian back substitution step (correction step).
Obtain (λk+1, µk+1, νk+1, ak+1, φk+1, ϕk+1) in the backward
order:

φk+1
j = φkj + ε(φ̃kj − φkj ),∀j,

ϕk+1
ij = ϕkij + ε(ϕ̃kij − ϕkj ),∀i,∀j,
ak+1
ij = akij + ε(ãkij − akij),∀i, j,

νk+1
j = νkj + ε(ν̃kj − νkj ) + βj

∑
i

(ak+1
ij − akij),∀j,

µk+1
j = µkj + ε(µ̃kj − µkj )− (νk+1

j − νkj )

+βj
∑
i

(ak+1
ij − akij),∀j,

λk+1
ij = λ̃kij ,∀i, j.

Note that the Gaussian back substitution step is fairly
simple in our problem, though it seems complicated in (10)
with a complex matrix G. Furthermore, the computation cost
of Gaussian back substitution step is very small, and is
neglectable in comparison with the ADMM step.

IV. PERFORMANCE EVALUATION

In this section, we conduct trace-driven simulations to
realistically evaluate the benefit of using fuel cell generation
with intelligent control in geo-distributed datacenters. Our
simulations are based on real-world workload traces, electricity
price data sets, and electricity generation data sets.

A. Simulation Setup

We simulate a geo-distributed cloud that deploys N = 4
datacenters in four locations of North America: Calgary, San
Jose, Dallas and Pittsburgh. Each datacenter’s capacity is set to
be uniformly distributed between [1.7, 2.3]× 104 servers. We
also assume that the cloud deploys M = 10 front-end proxy
servers that are uniformly scattered across the continental
United States.

Real workload trace: We use the one-week hourly HP
request trace reported in the recent literature [23] to represent
the request traffic of an interactive cloud service. The trace
is scaled up proportionally and normalized to the number
of servers required, as shown in the top of Fig. 3. We can
see that the workload shows great variability and exhibits a
clear diurnal pattern, which is typical for interactive cloud
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Fig. 3: The workload trace, electricity price data and carbon emission
rate data at each datacenter.

service workloads. In order to imitate the geographical request
distribution, we split this total workload among the M = 10
front-end proxy servers by following a normal distribution as
in [16].

Electricity pricing data: We download the hourly loca-
tional marginal prices (LMP, in unit of $/MWh) in real-time
electricity markets of the four locations from the website of
each regional transmission organization (RTO) or independent
system operator (ISO). The time period of this data is Septem-
ber 10-16, 2012, including one week or 168 hours. This data
is plotted at the middle of Fig. 3.

Electricity generation data: To estimate the carbon emis-
sion rate of each location hosting the datacenter, we first
download the electricity generation data of each location from
the website of the corresponding RTO or ISO. They report the
hourly electricity fuel mix of each region for the major types
of fuel. Then, we calculate the hourly carbon emission rates
(in unit of g/KWh) of the four locations according to Eq. (1)
given in Sec. II-B2, and plot it at the bottom of Fig. 3. The
time period of this data is also September 10-16, 2012, the
same as that of the electricity price data.

System Parameters: We first choose a higher energy
efficiency level, i.e., PUEj = 1.2, for all of the four data-
centers in our simulations. For the power consumption of the
servers in each datacenter, we adopt a state-of-the-art setting.
Specifically, each server has a peak power P peak = 200W , and
consumes P idle = 100W when idle. We assume that all four
datacenters can be completely powered by fuel cell generation.
Though difficult to meet at the current stage, it allows us to
assess the most significant benefit that can be brought by fuel
cells. Thus, we have µmax

j = P peak · Sj · PUEj ,∀j ∈ D.

We take the widely adopted quadratic utility function (2) to
capture the user utility with weight w = 10$/s2 which makes
the value of the user utility close to that of the electricity
cost. We calculate the propagation latency Lij according
to the empirical approximation Lij = 0.02ms/Km × dij .
The geographical distance dij can be obtained via mapping
applications such as Google Maps. The emission cost function
is the simple affine carbon tax function with a tax rate of

rj = $25/ton, implying that emitting one ton of carbon will be
charged $25. Besides, the cost of fuel cell generation is set to
be p0 = 80$/MWh, which is the state-of-the-art price. Finally,
we set the penalty parameter ρ = 0.3 in our simulations.

B. Performance

To assess the benefits of using fuel cells with intelligent
control, referred to as the Hybrid strategy, we further evaluate
two alternative strategies: (1) Grid, which only uses electricity
from the power grid and thus optimizes problem (12) with
additional constraints µj = 0,∀j; and (2) Fuel cell, which
only uses fuel generation and thus optimizes problem (12) with
additional constraints νj = 0,∀j. We use Ihg to denote the
cloud’s utility improvement with the Hybrid strategy over the
Grid strategy, use Ihf to denote the cloud’s utility improve-
ment with the Hybrid strategy over the Fuel cell strategy, and
use Ifg to denote the cloud’s utility improvement with the Fuel
cell strategy over the Grid strategy.

Utility improvements. Fig. 4 depicts the utility improve-
ments of the cloud under various strategies at each time period.
We make the following observations. (1) Compared to the
conventional strategy Grid, the emerging naive strategy Fuel
cell would incur a UFC reduction up to 150% during electricity
off-peak hours. During both load and electricity peak hours,
the UFC improvement brought by Fuel cell strategy does not
exceed 30%. (2) Further, the intelligent coordination between
fuel cells and power grid is able to substantially improve the
UFC, and the improvement is more than 40% on average when
compared with Fuel cell. (3) Finally, using fuel cell generation
with intelligent control is promising compared to depending
only on the power grid, since it never reduces the UFC, yet
it can bring prominent UFC improvements that can be up to
50% during electricity peak hours.

Insight: Entirely relying on fuel cell generation may incur
a severe utility decline, while intelligently coordinating fuel
cell generation with power grid can lead to a substantial utility
improvement.

Load following capability. Fig. 5 plots the detailed work-
load performance in terms of average propagation latency un-
der various strategies. Clearly, it demonstrates that completely
relying on fuel cell generation will achieve the best workload
performance, with average propagation latency between 14-16
ms, since requests are always routed to nearby datacenters.
While for Grid strategy, routing requests to the datacenters
with green and cheap energy will extend the workload prop-
agation latency up to 23 ms. Finally, for Hybrid strategy,
excellent workload performance is also achieved, with the
average propagation latency between 14-17 ms, which is very
close to that of Fuel cell strategy and far below that of Grid
strategy.

Insight: Fuel cell generation enables load following capa-
bility described in Sec. II-B3 to greatly reduce the workload
propagation latency.

Reduction of energy costs. Fig. 6 further compares the
energy costs of various strategies. It can be seen that the
Fuel cell strategy incurs the highest energy cost, since the
price of fuel cell generation is more expensive than that of
the electricity grid at most time periods. This observation
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Fig. 6: Energy cost under various
strategies.
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Fig. 7: Carbon emission cost under
various strategies.
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Fig. 8: The fuel cell utilization at
each time period.
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Fig. 11: CDF of the number of itera-
tions to achieve convergence.

denies the reports that fuel cell generation is more economical
than grid power [24]. However, such a massive cost can be
substantially reduced by exploiting the price difference with
the Hybrid strategy. In particular, Fig. 6 shows that such
arbitrage can bring an energy cost reduction of almost 60%.
Moreover, we also observe that compared to the Grid strategy,
the Hybrid strategy can effectively reduce the energy cost
during electricity peak hours, while it chooses to rely on the
power grid at electricity off-peak hours as shown in Fig. 6.

Reduction of carbon emissions. We further investigate
the carbon emission of different strategies. As we observe
from Fig. 7, though using fuel cells can produce carbon-
free generation, the Hybrid strategy, leveraging fuel cells
with intelligent control, still incurs a significant amount of
carbon emission, sufficiently close to that of the Grid strategy
using only fossil fuels. Further, when compared to Fig. 6, we
find that the energy cost dramatically outperforms the carbon
emission cost, as the carbon tax rate ($25/ton) is lower than
the electricity price. In theory, a lower carbon tax would put
a stronger emphasis on the minimization of energy cost, and
result in the frequent use of grid power during off-peak hours.

Fluctuations in fuel cell utilization. As implied by Fig. 6
and Fig. 7, the fuel cell generation was not frequently and mas-
sively used over 168 hours. For a more in-depth illustration, in
Fig. 8, we plot the utilization of fuel cell generation in terms
of the ratio of fuel cell generation to the power demand at
each time period. We can clearly observe that the utilization
of fuel cell generation fluctuates wildly, in order to respond
to the bursty workload and electricity price, as well as time
varying carbon emission rates. However, we also observe that
the fuel cell generation is poorly utilized with a calculated
average utilization at 16.2%, while the utilization never reaches
70%. This is because grid power is more competitive under the
current high fuel cell generation price and low carbon tax rate.

Insight: The current high fuel cell generation price and low
carbon tax rate make fuel cells poorly utilized in datacenters.

How low the price of fuel cell generation should go?
The poor utilization of fuel cell generation shown in Fig. 8
motivates us to further investigate how low the price of
fuel cell generation should go to promote the use of fuel
cell generation in datacenters. Fig. 9 plots the average UFC
improvement and fuel cell utilization for different values of
the fuel cell generation price p0 ($/MWh). We observe that,
as the price of fuel cell generation decreases, both the UFC
improvement and fuel cell utilization increase dramatically,
and such improvements start to accelerate with the excessive
decrease of p0. Further, the figure shows that the current
level of p0 (80-110$/MWh) [15] leads to both poor UFC
improvements (11% − 17%) and a lower fuel cell utilization
(11%− 16%), while when p0 decreases to 27$/MWh, the fuel
cell utilization will reach 100%.

Does the carbon tax work well? We now investigate
the impact of the carbon tax on promoting the use of fuel
cell generation in datacenters. In particular, Fig. 10 plots the
average UFC improvement and fuel cell utilization for different
values of the carbon tax rate r ($/ton). It can be seen that,
with the growth of the carbon tax rate, both the average
UFC improvement and fuel cell utilization have improved
remarkably. However, the average fuel cell utilization increases
faster than the average UFC improvement, and converges to
nearly 100% at a carbon tax rate of $140/ton. Further, the
current level of carbon tax rates ($5−39/ton) [1] has failed to
promote either the fuel cell utilization or the UFC improvement
(by more than 20%).

Convergence of our algorithm. We finally examine the
convergence of our distributed ADM-G algorithm. Specifically,
Fig. 11 plots the CDF of the number of iterations that our
algorithm takes to achieve convergence for the 168 runs. It
clearly shows that our algorithm is able to converge within 100
iterations for 80% of the total runs. Furthermore, the fastest run
uses only 37 iterations, and our algorithm takes at most 130
iterations to converge, which remarkably outperforms some
gradient or projection based methods that are reported to take
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hundreds of iterations to converge [25]. This demonstrates the
fast convergence of our ADM-G based algorithm.

V. RELATED WORK

The huge energy consumption and carbon emission caused
by datacenters around the world have motivated extensive
efforts on both intermittent renewable energy provisioning and
cost/carbon-aware workload scheduling. For example, Li et
al. [6] have explored the optimal allocation of solar power on
multi-core systems, in order to improve the job performance
and to maximize the use of solar energy. Goiri et al. [26]
have investigated the benefits of dynamic interactive/batch
workload scheduling and renewable/grid energy portfolio. Re-
cent work [1], [7], [19], [20] have also explored load bal-
ancing across multiple datacenters to exploit the geographical
diversity of electricity cost, carbon footprint or renewable
availability. While recognizing their significance, our study is
different from and complementary to the existing works. We
take advantage of both the fuel cells’ tunable output capacity
and the grid power’s geographically diverse carbon footprint
to quantitatively examine the potential benefit brought by fuel
cell generation, which has not been studied in the literature of
cloud computing.

The ADMM technique that we use to maximize UFC has
been widely used in machine learning and image processing.
It was first brought to the field of cloud computing by
Xu et al. [16] for workload management problems, where
the classical ADMM is generalized to perform temperature
aware workload management and capacity allocation for geo-
distributed cloud services. However, the convergence of gener-
alized ADMM depends on the assumption of strong convexity
of the objective function, while in our UFC maximization prob-
lem, the carbon emission cost function may not be strongly
convex. Thus, we introduce auxiliary variables to ADM-G (a
different variant of ADMM proposed by He et al. [14], without
relying on the strong convexity assumption) to develop a fully
distributed algorithm.

VI. CONCLUDING REMARKS

In this paper, we present perhaps the first study on the
fuel cell generation in geo-distributed cloud services. We
argue through in-depth analysis and evaluation that fuel cell
generation can be best utilized by an intelligent coordination
between grid power and fuel cell generation. Specifically,
we propose UFC, a quantitative index called the utility of
the cloud using fuel cells, which captures the degree of the
datacenters operator’s satisfaction from the energy cost, carbon
emission and workload performance. We formulate the UFC
maximization problem as a general convex optimization, which
jointly optimize the fuel cell generation and geographical
request routing. To efficiently solve the large scale optimization
problem, we propose a distributed algorithm by introducing
auxiliary variables to decompose the global problem into a
series of small scale problems, rather than directly apply-
ing the ADMM technique. Extensive trace-driven evaluations
demonstrate that the use of fuel cell generation with intelligent
control in geo-distributed datacenters leads to a significant
improvement.
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