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Abstract— Overlay networks are virtual networks residing over  succinct way to accurately represent the true network tapol
the IP network, consequently, overlay links may share hidden with all its link correlations, requiring only the additicf a set
lower-level bottlenecks. Previous work have assumed an inde- of |inear capacity constraints to the simple overlay graph.

pendent overlay model: a graph with independent link capacities. We address the following questions. How do we qualitatively

We introduce a model of overlays which incorporates correlated h i f lav? Why d ¢ ce
link capacities and linear capacity constraints (LCC) to formulate Me€asure the quality of an overlay? Why do we prefer LCC-

hidden shared bottlenecks; we refer to these asCC-overlays. We overlays instead of a simple network graph with independent
define metrics to qualitatively measure overlay quality in terms links? Our analysis and simulations reveal the necessityCsi-
of its accuracy (in representing the true network topology) and overlay in assuring the quality of overlay networks and we
efficiency (i.e., performance). Through analysis and simulations, jntroduce two qualitative metrics — accuracy and efficieneyo
we show that LCC-overlay is perfectly accurate and hence enjoys measure overlay quality. We also study a restricted cla<Cef,

much higher efficiency than the inaccurate independent overlay. ; . o
We discover that even a highly restricted LCC class — node- node-based LCC, that is more efficient and of a distributédrea

based LCC — yields near-optimal accuracy and significantly Surprisingly, we find that even with such restricted and mptete
higher efficiency. We study two network flow problems in the LCC, the accuracy and efficiency are much better than overlay
context of LCC-graphs: Widest-Path and Maximum-Flow. We with no LCC, and they are close to overlays with complete LCC.
prove that Widest-Path with LCC is NP-complete. We formulate \We propose a distributed algorithm for constructing an LCC-
Maximum-Flow with LCC as a linear program, and propose overlay based on node-based LCC.

an efficient distributed algorithm to solve it. Based on the LCC We further study two network flow problems, widest-path

model, we further study the problem of optimizing delay while . . . . .
still maintaining optimal or near-optimal bandwidth. We also (I-€., maximum-bandwidth single-path unicast) and maxmu

outline a distributed algorithm to efficiently construct an overlay ~flow (i.e., maximum-bandwidth multiple-path unicast), fwithe

with node-based LCC. addition of LCC. Traditional algorithms cannot be used ttvaso
_Index Terms—Overlay networks, network protocols, algo- them in a network graph with LCC. We show that widest-
rithm/protocol design and analysis, network topology. path with LCC is NP-complete. We formulate the problem of

maximum-flow with LCC as a linear program and propose an
efficient algorithm for solving it.
Due to the importance of the end-to-end delay metric, we
The proliferation of research on overlay networks stem:enfros»[udy an interesting variant of the problem of maximum flow
their versatility, ease of deployment, and applicabilityuseful \ith Lcc by introducing the additional metric of delay: leat
network services such as application-layer multicast [2], of optimizing only bandwidth, simultaneously optimize bot
media streaming and content distribution [3]. Previousli®®l the pandwidth and the delay metric. However, the objective o
have uniformly taken the view of an overlay network as mere%inimizing delay is frequently in conflict with the objeciv
a weighted network graph; the nodes are end systems, the ligk maximizing bandwidth. Therefore, we focus on solving the
are unicast connections, and the links are weighted by S‘hicﬁroblem of obtaining minimum or near-minimum delay while
delay and bandwidth. Overlay networks are therefore teeatgchieving maximum or near-maximum bandwidth. We formulate

exactly as a flat single-level network, in which the overlaks  the problem as a linear program and propose an algorithmive so
are independent. In particular, link capacities are inddpat ;.

of each other. This model is inaccurate as the overlay n&twor The remainder of the paper is organized as follows. Sec. I
encompasses two levels: a virtual network of end systentimgs | introduce the concept of overlays with LCC; provide riual

on top of an underlying IP network. An overlay link maps Qyefinjtions of the LCC-overlay and the quality metrics; ahdws

a path, determined by the routing protocols, in the undeglyi e necessity of LCC-overlay in ensuring high overlay dyali
network. When two or more overlay links map to paths thafrough analysis and simulations. In Sec. Ill, we presemt th
share an underlying link, the sum of the capacities of thelaye problem of widest-path with LCC and show that it is NP-
links are constrained by the capacity of the shared link, i®se complete. In Sec. IV, the problem of maximum-flow with LCC is
overlay links arecorrelatedin capacity. This obvious but crucial presented and formulated using linear programming; anieic
observation Ieac_zls us tq conclude t_hat an accurate modekoBgv algorithm for solving it is proposed. The problem of optiinig
networks must includénk correlations _both bandwidth and delay is studied and analyzed extegsivel
_ In this paper, we propose the model of overlay network witlo,gh simulations in Sec. V, VI and VII. Then, in Sec. VI,
linear capacity constraints (LCC). An LCC-overlay is a @t \ve outline an algorithm for constructing an LCC-overlayc S&

graph in which the capacities of overlay links are represeilly jegcripes the related work and Sec. X concludes the paper.
variables and link correlations are formulated as lineast@aints

of link capacities (i.e., LCC). The LCC-overlay model is a

|. INTRODUCTION

1. OVERLAY WITH LINEAR CAPACITY CONSTRAINTS
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— accuracy and efficiency. We will further demonstrate tiglou are given below in matrix form:
analysis and simulation that LCC are necessary for reliably
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ensuring high quality of overlay networks. LA
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correlation as follows: Overlay links are correlated if they map
to underlying paths that share one or more physical linksk Li
correlation is a fundamental property of overlay netwoiet, in
the current prevailing overlay model of a graph in which elagk
is weighted by its unicast capacity, the underlying assiongs

The overlay graph together with the linear capacity coirgsa
(LCC) form an LCC-overlay. For the LCC-overlay in our exam-
ple, the highest-bandwidth multicast tree is shown in Figl) 1

: . . " obtained by a greedy algorithm that is a variation of the fame
that overlay links are independent, with independent déipac ( yag yalg

. X . imple graphs, modified to take LCC into consideration).his t
being the measured unicast bandwidths. Suppose two overi%)ée’ the predicted tree bandwidth is the same as the ableva

links both map to a bottleneck physical link of capacityhence bandwidth — both are

each has the unicast bandwidtfin the overlay graph; clearly, Taking a cue from the above simple example, we arrive at the
when these links are simultaneously used for data trangmiss following '

each one has a capacity of only2, rather tharc. Thus, the in- i

dependent overlay may be egregiously inaccurate in repiiege exists a lower-level networky such that the bandwidth of an

the network in reality. optimal multicast tree in any overlay graph (for any valuedpf
We propose an overlay model that accurately represents fhstructed byOC on top of G is asymptoticallyl/n of the
real network topology, by using linear capacity const®itd pangwidth of an optimal multicast tree obtained in the LCC-
succinctly formulate link correlations. We refer to it as la0C- overlay.
overlay Essentially, it is a regular overlay graph, except thedink pyqof: Consider a generalized gragh = (R U S, E) of the
are not weighted by numbers; instead, the link capacities &,¢ in Fig. 1(a), withn overlay nodes, see Fig. 2(a). A single
variables, and a set of linear capacity constraints (LC@QY&s physical link in the middle conneet/2 overlay nodes with the
the constraints placed on overlay links by shared bottlenethe othern/2 nodes. In case of odd, nodes are partitionegh +1) /2
formal definition of an overlay with linear capacity constta 5nq (n — 1)/2, and the succeeding reasoning still holds. Clearly,
will be presented later in Sec. II-B. any overlay graph constructed BC will contain the(3+¢)-link
for every link between the partitions, see Fig. 2(b). An i
multicast tree in th@©C graph must include only thgd+¢)-links,
because otherwise its predicted bandwidth would be subapti
(B < B+ €). However, the actual achievable bandwidth of the

For the purpose of illustration, we examine a simple examptireee mapped td@x is only (8 + ¢)/n since alln links in the tree

of a two-level network, as seen in Fig. 1(a). The mapping 6@verse the same inter-routgs -+ ¢)-link n the middle. .
overlay links to physical paths is the obvious one in the grap In the LCC-_over_Iay, howeV(_er, the optlma_ll tree has bandwidth
We adopt a simplified overlay construction algorithm, dedot B, as shgwn n F'.g' 2(c). With: approaching0, the OC tree

by OC, that is nevertheless representative of such algorithrﬁgymptoucany achieves/n of 5. . =
proposed previously under the independent overlay model. | An |ntere§t|ng corollary follows:

OC, every node selectg neighbors to which it has links with Corollary: For any@ > 0, a I0\_Ner-level grath can be
the highest bandwidth.With d = 3, the overlay graph for our constructed such that: (1) An optimal multicast tree in LCC-

example network is shown in Fig. 1(b); it is not hard to sed th%vegaydthhasf band\;\./idtt;ﬁ. (i) Atstn = tﬁo’. tjhe acdhiele\;able
the results we reach below hold for all feasiblei.e., d = 2 andwidth of an optimal multicast tree in the independeetlay

andd = 1. The highest-bandwidth multicast tree for this overla§constIrUCteOI bydC) asymptotically approacheswith decreasing

graph can be obtained, as presented in Fig. 1(c), let it betedn ©

asToc- Although thepredictedbandwidth of 7o~ according to

the overlay graph i8, the actuahchievablebandwidth of7o- is B. Formal definitions of LCC-overlay and quality of overlay

clearly only1 because all three links in the tree share the physical g, analysis above reveals that the worst case of an inde-

link (r2,73) with capacity3. pendent overlay with no LCC (No-LCC overlay) is that the
In contrast, under the LCC-overlay model, capacities of-Ov€gptimal-bandwidth topology predicted in the overlay hagyon

lay links are variables and link correlations can be caplurgne 5cpievable bandwidth of close to zero. From this egregio

by linear capacity constraints For instance, the four links
(4,0), (A, D), (B,C),(B, D) are correlated, hence the sum 0]example, we observe that the extreme poor performance of

their capacities is constrained by the capacity of the miaysink the independent overlay is a consequence ofingccuracyin
(r2,73) shared by them, i.essc+zap+rpc+zpp < c(re,r3). representing the true network topology. The LCC-overlaytte
The linear capacity constraints for the overlay graph in Eigp) other hand, represents the network with perfect accurany, a
hence achieves the optimal bandwidth.
Two questions now arise naturally. (1) How do we quantita-

IThough fictitious, this is only a slightly simpler variatiofi the neighbor tively measure the accuracy and the performance of achivab
selection rule in [4], wherel/2 neighbors are selected from lowest latency

ones and the othet/2 from highest bandwidth ones among randomly probe@@ndwidth, or i_n Short, the quality of overlay networks? Kiw
nodes. does the quality (i.e., accuracy, performance) of LCC-ayer

Proposition: For any fixed number of overlay nodes there

A. Worst-case analysis of overlays with no LCC
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Fig. 1. A simple example of the detrimental effect that the iraefent model of overlay has on the overlay quality.
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Fig. 2. A worst-case example of the poor quality of an overlahwo LCC.

compare with that of No-LCC overlays in realistic network.inks in G may share bottlenecks iy which impose more
topologies? stringent constraints on their capacities tliarhich assumes no
Before we directly address these questions, we must figirrelation whatsoever.
formally define the LCC-overlay and the metrics to measure we denote thectual achievable flowf f c G in the low-level
overlay quality. We also will make more precise the notion erath by o (f) and theactual achievable bandwidtbf f by
an overlay flow with its predicted flow rate (i.e., bandwidénd | (f)|. We now describe the procedure for obtaining these.
its achievable bandwidth in the low-level network. Let f be a flow from nodeA to node C in the No-LCC
The two-lev.el.hierarchy of an overlay network can be formudverlay shown in Fig. 1(b), withf(4,C) — 3,f(A,B) —
lated as consisting of. 2, f(B,C) = 2, hence|f| = 5. The low-level graphG =
« A low-level (IP) graphG: = (V, E); each low-level linke € (v 1y is shown in Fig. 1(a). Suppose low-level lirfks, r3) is
E has a capacity of(¢) >0. R in P(A,C) N P(B,C), then the true capacity of overlay links
o A high-level (overlay) grapltz = (V, E), whereV C V; (A,C) and(B,C) in f is a fair share of the bottleneck capacity,
« A mapping P of every overlay edgev;,72) € E to a low- genoted byy;(A,C) = 74(B,C) = c(ra,r3)/2. For link (A, B),
level pathP(v1,72) C G from v, to vs. P(A,B) = {(A,r1), (r1, B)}, thusv¢(A, B) = f(A, B). Using
AThe formulation of capacity constraints in the overlay ¢rapthe true capacities of these three links with respectfioa
G is where LCC-overlay departs from No-LCC overlay. The Nomaximum flow fromA to C can be obtained. This is the actual
LCC overlay is a paif(, ), wherec is a capacity function such achievable flow off, o (f), in which a flow of1.5 is assigned
that each linke € £ has a nonnegative capacitfe) > 0. The to all three links, andog(f)| = 3 is the achievable bandwidth

LCC-overlay is defined as follows. of f.

_Definition 1 (LCC-overlay): The LCC-overlayis a triplet In general, givenG and a flow f ¢ G, the procedure of
(G, C,b) where R determiningo(f) is shown in Fig. 3. Note that this procedure
« The capacity of each link in G is a variablexz. only finds the achievable flow rate for a given overlay flynot
« (C,b) represent a set of: linear capacity constraintSz <  the maximal achievable flow rate for the given overlay nekjor

b: assuming that the overlay nodes try to send data at the fl@s rat
— Cis a0-1 coefficient matrix of sizen x |E|; assigned to the respective links fnin this context, it is assumed
— zis the|E| x 1 vector of link capacity variables; that there is no knowledge of the underlying physical nekwor
— be R™ is the capacity vector. We introduce two metrics for measuring the quality of an
Each row: in (C,b) is a constraint of the fornzac(i’g):1 ze < overlay network:accuracyand efficiency We first define accu-
b(i). racy and efficiency with respect to a maximum flgwin the

A flow f from s to ¢ in G, is an assignment of bandwidthoverlay. Accuracy is the predicted flow ratg), divided by the
to every link in £ subject to capacity constraints and flowachievable bandwidth of, lea(f)]- It essentially measures the
conservation (i.e., for every node excepandt, total incoming degree to which the overlay over-estimates a maximum flow; an
bandwidth is equal to total outgoing bandwidth). The valithe accuracy value of indicates perfect accuracy. Efficiency is the
flow, |f], is the total outgoing bandwidth of achievable bandwidth of divided by the low-level maximum

In a No-LCC overlay(G, @), it is not always possible to achieveflow bandwidth; it measures how good an overlay maximum flow
the predicted bandwidtfy|, as illustrated in the examples aboveperforms in comparison with the maximum flow in the low-level



for uggcnai-em‘En fairness to allocate cc) vary the number of overlay nodes fromd to 90; the data for
among {¢:ec P(@) and f(e) > 0} e accuracy and efficiency are averaged over numerous maximum
( flows with randomly selected source and destination nodes. |

Il et each allocation be denoted by ~j(e) . . - .
for each ec B Figure 4(a), accuracy is plotted against ratio of overlagrdow-

if f@ >0 level size. The All-LCC overlay always achieves its preelict
v¢(€) — min{~j(e) : e € P(e)} maximum flows, because it has all the bottleneck informaition
el se its complete LCC. Thus All-LCC maintains a constant perfect
vr(€) <0 R accuracy ofl. As the number of overlay nodes increases in a
oc(f) — maximumflow in (G, ) constant low-level network size, the accuracy of Node-LG(® o
loc(f)] — bandwi dth of oc(f) deviates negligibly fron1, meaning its predicted maximum flows
Fig. 3. The procedure of determining; (f). can (almost) always be achieved. No-LCC fares much worse,

with much higher values for the accuracy metric, which iatkc

that it is overly optimistic in predicting maximum flow valsie
network where there are no path constraints. Note that twe lothat cannot actually be achieved, and what is achieved tsethe
level maximum flow is the absolute optimal and cannot bergthi maximum flows are substantially lower than predicted.

on the overlay. The formal definitions are as follows. =~ Figure 4(b) shows the efficiency versus overlay-to-lovelev
Definition 2 (Accuracy): Accuracy of a maximum-flow in ratio for the three overlays. The top curve is All-LCC, withet
overlay network( residing overG, is highest efficiency of all three, as expected, since it peeses
f | maximum-flow f ¢ a | all bottlgneck informatipn — aI;o for.this rea;qn, All-LC@sh
an = loc (/)] - (2) the optimal overlay efficiency, i.e., higher efficiency canibe

o o o ) ~achieved by only using overlay links. The surprise here & ho
Definition 3 (Efficiency): Efficiency of a maximum-flowf in  ¢|osely the Node-LCC efficiency curve follows that of All-IGC

overlay network’ residing overc, is for all overlay ratios less tha#b%. In reality, overlay networks in
F log(f)] 3 the Internet are much smaller in size compared to the lowHE
el | maximum-flowf c G |’ ) network, therefore Node-LCC has near-optimal overlay iefficy

It mav be the case that some have perfect accurac andfor realistic overlays. For most of the overlay ratios, NGT
Y me have p uracy has significantly lower efficiency than both All-LCC and Nede

efficiency because they avoid low-level bottlenecks by ME%c. It should be noted that No-LCC efficiency is not as poor
chance. Therefore, the overall accuracy and efficiency of an ...

. as its accuracy, relatively to the two LCC. This can be exgdi
overlay are better measured by taking the average of AGCUIAC 1o fact that No-LCC heavily over-estimates (as indiddi
and efficiency over all possible maximum-flows. oY | link Yt' d th | dsldwg
Definition 4 (Accuracy and Efficiency of Overlay) 1ts accuracy va ges) Ik capacities, an us overioa i
Accuracy of an overlay G is the mean of {a‘f level I'|r.1ks, causing them to be used tp full capacny andeher
4 a benefiting the efficiency. But overloading low-level linkashthe
s-t maximum-flow £, vs, t}. f disadvantage that other links are not utilized (or undizat)
Eﬁ'C'enC,y of an overlay G is the mean of {Eé because it was not foreseen that they were needed. This is why
st maximum-flow £, ¥s, ¢}. No-LCC is still significantly less efficient than Node-LCC.
Next, we evaluate the accuracy and efficiency of maximum
C. Comparing the quality of No-LCC overlay and LCC-overlajlows with a fixed overlay-to-low-level ratio of0%. The distri-
in realistic Internet-like topologies butions of accuracy over00 maximum flows for No-LCC and
In practical terms, to discover a complete set of LCC wilNode-LCC are given in Fig. 5(a) and (b), respectively. Asatty
incur high complexity and cost, and will also require celiteal mentioned above, effectively all Node-LCC maximum flowséav
operations. Motivated by this, we consider a restrictegclaf Perfect accuracy, while well over a third of No-LCC maximum
LCC: node-based LCQA node-based LCC contains only capacitflows have extremely poor accuracy (values greater than ualeq
variables of links that are adjacent to a single node. In roth® 5).
words, every node can independently and distributedlyosisc The distributions of efficiency over maximum flows are more
its own set of node-based LCC by only probing its adjacefslin interesting. In No-LCC, shown in Fig. 6(a), over half of the
Therefore, we simulate three types of overlays: No-LCC- Almaximum flows are less thai% efficient, and only15% of them
LCC, and Node-LCC. are100% efficient. The distribution is quite different for All-LCC,
Through simulations with realistic network topologies, wé&een in Fig. 6(c), in which a much higher number (almsgt)
compare the quality of all three types of overlays, using trf maximum flows hasl00% efficiency, and over half of them
accuracy and efficiency metrics defined above. For this pmy,pohave efficiencies higher thar0%. The Node-LCC distribution
we use an Internet topology generator, BRITE [5], which isaga in Fig. 6(b) looks almost the same as All-LCC, with only sligh
on power-law degree distributioRs. differences. It has the same number of maximum flows witi¥%
First, we compare the accuracy and efficiency of the thr&fficiency and just about half of them have efficiency higfemt
overlays with various overlay sizes relative to the lowelev 70%.
network size. We fix the number of low-level nodesita and The coinciding of Node-LCC efficiency with All-LCC effi-
5 . __ ciency is confirmed in their cumulative distributions in F&(d),
A seminal paper [6] by Faloutsos et al. revealed that degsdglition in —\\here the two curves are almost the same. In this graph, it can
the Internet is a power-law. Another previous study in [yded evidence .
that degree-based topology generators, BRITE and a fewsotheodel the D€ seen more clearly the observations made above. Most of the
Internet topology quite accurately. All-LCC and Node-LCC flows have higher efficiency, while most
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Fig. 4. Overlay quality versus ratio of overlay size to loswé| size.

while Node-LCC efficiency is no longer almost the same as All-
flows in No-LCC have lower efficiency. LCC, its gap from All-LCC is still smaller than the gap betwee

We examine the impact of larger network sizes on accurattgelf and No-LCC. In Node-LCC, most of the maximum flows
and efficiency, by increasing the network size5tid) nodes and have high efficiency. Moreover, it should be noted that Nb@&
keeping the ratio of overlay to network size #&i%. Figure 7 is, just like All-LCC, much more efficient for the larger nedvk
shows the accuracy distributions of No-LCC and Node-LCGize than for the smaller network size. We conclude thatising
No-LCC accuracy is much worse than for the previous smalleetwork size causes significant deterioration in qualityNaf-
network size. However, the increased network size causgsaon LCC overlays, but actually improves significantly the quyatf
tiny change in Node-LCC accuracy which stays near All-LCC and Node-LCC overlays.

Now we proceed to compare the efficiency distributions. The
efficiency distribution for AIl-LCC, given in Fig. 8(c), s
extremely high efficiency for almost all the maximum flows
sampled. Most of them have very high efficiency, and a majorit The LCC-overlay is an entirely different type of network
of flows are100% efficient. All-LCC efficiency has significantly graph than traditional network graphs. The algorithms fmious
improved for increased network size. The reason, we camect network flow problems do not work in the LCC-graph. In this
is that the low-level maximum flows have to travel longer gathsection, we consider the problem of widest-path with LCE,, i.
in the larger network, thus they are more similar to the p#ihs finding the highest-bandwidth unicast path from a source®
overlay flows map to, which means that both overlay and lovg destinationt. Widest-path can be solved by a variation on
level maximum flows encounter much of the same bOtt|eneCkEDijkstra’s shortest-path algorithm, however, this algon does

The same reasoning explains the improved efficiency for Nodeot in general find a widest path in an LCC-graph. It is easy to
LCC in this larger network; Fig. 8(b) shows its efficiencytdis see why: when a widest path is found based on independent link
bution. It is still similar in shape to All-LCC, though with@ne capacities, it may contain links that are constrained by @cL
differences than in the smaller network. On the other hasd, therefore the path may not attain its predicted width (badthy
can be seen in Fig. 8(a), No-LCC efficiency is even more ioferiand its actual width is smaller than some other path.
compared to Node-LCC (and of course All-LCC) than in the We begin by formulating the problem of widest-path with LCC.
smaller network case. We are given an LCC-grapfGG = (V, E), C, b}, as defined above

The cumulative distribution graph in Fig. 8(d) illustratdeat in Sec. II-B.

IIl. WIDEST-PATH WITH LCC IS NP-COMPLETE
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The width of a pathp = (e1,e2,...,er) C G, w(p), is defined
as

maximize Te,
subject to xe; = 0,Ve; ¢ p,
Czx<b,
and Tey = Tey = ... = Tey,-

In the above, setting., equal for alle; € p and minimizing
one of them, say.,, is equivalent to maximizing the minimum
of z., subject to the other constraints. In practice, the above
maximization problem can be solved by first assigningo
ze;,Ve; € p, and 0 to the remaining variables. Multiply’ by
the assigned: and multiply the product by a vector dfs (to
sum the rows of the product) to obtain Divide b by r (if an
element ofr is 0, the division givesso), and take the minimum
of these elements.

We define the widest-path weight fromto v asw(u,v) =
max{w(p) : u ~P v} if there is a path, and otherwise it is A
widest path fromu to v is any pathp such thatw(p) = w(u,v).

We define the widest-path with capacity constraints prokdsm
a decision problem:

Widest-Path with Linear Capacity Constraints (WPC)

e INSTANCE: An LCC-graph(G,C,b), whereG = (V, E)
and (C,b) are a set of LCC, specified and ¢, a positive
integer K < max{b; }.

o QUESTION: Is there a directed paghfrom s to ¢t whose
width is no less thark?
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Theorem: WPC is NP-complete.

Proof. WPC is in NP because a nondeterministic algorithm
need only guess a subset &f and check in polynomial time
whether these edges form a patlwith w(p) > K.

We transform the Path with Forbidden Pairs (PFP) [8] to WPC.
The PFP problem is defined as follows. INSTANCE: Directed
graphG = (V, E), specified vertices,t € V, collection F =
{(a1,b1),...,(an,bn)} of pairs of vertices fron¥. QUESTION:

Is there a directed path fromto ¢ in G that contains at most
one vertex from each pair if'?

Let G,s,t, F be any instance of PFP. We must construct a
graphG’ = (V', E"), s,t € V', a set of linear capacity constraints
Cxz < b for edges inE’, and an positive integek < max;{b;}
such that’ has a directed path fromto ¢ of width no less than
K if and only if there exists a directed path frafrio ¢ in G that
contains at most one vertex from each pairFin

Any vertexv that is in V' and not in any pair inF’ remains
unchanged ir”’. Any edgee € E that is not incident to a vertex
in F is added toE’ without change. For every vertex that
appears inF, we replace it with two vertices’, »” and a directed
edgee, from «' to u”, we call thisu’s replacement edge. For
every directed edge = (v,u) € E that entersu, an edgee’ =
(v,u’ is added toE’; similarly, for every edge: = (u,v) € E
that exitsu, we adde’ = (u”,v).

Now we form the linear capacity constraints. Each edgeF’,
except the edges that replaced verticeg'ingives rise to a one-
variable constraint. < 1. For each pair of verticega,b) € F
that have two replacement edges and e, in G’, respectively,
we form a two-variable constraint., + ¢, < 1.

Finally we set K = 1. Clearly the construction can be
accomplished in polynomial time.

Suppose there exists a directed patfrom s to ¢ in G con-
taining at most one vertex from each pairfin A corresponding
pathp’ can always be obtained @' by simply substituting alp's
constituent vertices that appear ihby their replacement edges
in G’. If such a replacement edge, corresponding to a pair
(a,b) € F is in p, then obviouslye, ¢ p, i.e., settingze, = 1
andz., = 0 givese, width 1 while conforming to the capacity
constraintz., + z., < 1. If neither edges from a two-variable
constraint appear ip’, they can simply be set to have width 0.
Thus all two-variable constraints are satisfied. Any edge b
not a replacement edge for a vertexdAncan be assigned a width
of 1 without violating its corresponding one-variable coamt,
therefore all the one-variable constraints are satisfiéuceSall
edges inp’ are assigned a width of }/ is the desired path for
WPC inG’.

Conversely, letp’ be ans — t path in G’ satisfying all the
constraints and having width no less than 1. The widthy'of
being no smaller than 1 implies that in order to satisfy every
two-variable constraint, ife, € p/, thenz., = 1,z,, = 0,
otherwise, vice versa. In short, at most one edge from any two
variable constraint appears i Collapsingy’ to a pathp € G by
shrinking the replacement edges into their correspondémtices,
it is obvious thatp satisfies the PFP condition. O

10 Even though the WPC problem is NP-complete, we discovered
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through simulations that widest paths obtained withoutster-

Efficiency ing LCC (but only using independent link capacities) areeabl
(d) Cumulative distribution of efficiency over maximum achieve an actual bandwidth that is optimal or extremelgelom
flows for No-LCC, All-LCC and Node-LCC, for network optimal. The reason, we believe, is that it is highly unlkébr
size 0f500. links in a single path to correlate heavily, which means tuatal

Fig. 8. Efficiency distributions for No-LCC (a), Node-LCC)(land All-LCC
(c); and their cumulative distributions (d), for network esi00.



Our simulation result presented later also shows that lrajjaa
~2001 ] relaxation technique converges relatively quickly.

-400F A Note that the MFC linear program only differs from the geaeri
-600+ maximum flow linear program in having LCC'f < b as the
inequality constraint instead of < b. MFC can be seen as a
generalized maximum flow problem; maximum flow is a special
case of MFC with the identity matrix as.

With that observation, we modify the linear program slighd
reveal even more clearly the embedded maximum flow structure
~1600 T grangian function value in the MFC problem. We do this by sieving (uncorrelated) link
~1800¢ prmeEe 1 capacity constraints frorfC, b): for each linke, add the constraint
~2000y i f(e) < b(e), whereb;(e) = min{b(j) : C(j,e) = 1}, that is,

-2200; m 20 20 S = 0 minimize over all constraints i@ involving f(e). It is easy to see
Number of iterations that the additionalf < b; constraints do not change the feasible
flow region, therefore the new linear program is equivalerthe
Fig. 9. Shows the convergence of Lagrangian function valorsagrangian qgriginal one. For convenience in subsequent manipulatioe,
subproblem solutions).(x) (in Problem 9) to a value near to the true optimal _, = . . . . .
value z* (in Problem 4), after a relatively small number of iterations. g.t#ectlvteffunctlon and the equality constraint are expgess a
ifferent form.

-8001
-10001
-12001
—-14001

Objective function value

achievable bandwidth (width) is the same as or very closééo t 2* — Minimize v )
predicted bandwidth. The lesson here is that the traditiwitest-
path algorithm suffices for realistic LCC-overlays. In gexg subject to
however, the WPC problem — with considerations of all pdssib Af+hy = 0 )
pathological cases — is still NP-complete.
f < b (6)
IV. MAaXxiMuM FLow wITH LCC cf = )
= (8)

In this section we study the problem of maximum flow in an
LCC graph. The traditional maximum flow algorithms such as It is now evident that MFC is a maximum flow problem with
Ford-Fulkerson and Push-Relabel cannot solve the maxinawn flsome additional constraints (i.e., the LCC) in (8), thus e c
with LCC problem. We first formulate the problem as a linea®dopt the decomposition solution strategy to exploit itdertying
program and then propose an algorithm for it based on La@j{angnetWOfk structures for which efficient algorithms have athe
relaxation and existing algorithms for minimum cost flow. been developed.

Maximum Flow with LCC Problem (MFC): We apply the solution method of Lagrangian relaxation [9] to
e Input : & = (V, B),C,b the MFC problem, by associating nonnegative Lagrange piidlti

« Output: A flow f ¢ G satisfying LCC constraint§C, b) ferlsll‘ - [‘I‘jh W'th the lE)CC tgzlons.tralnts in 8, and creating the
« Goal : Maximize|f| ollowing Lagrangian subproblem:

Like the maximum flow problem, the MFC problem can be
viewed naturally as a linear program. A variahleis used to L(p) =min —v+ p(Cf—b) 9)
indicate the total flow out of and intot. In the flow conservation

. : - Te~a : subject to
constraint,A is the node-arc adjacency matrix fat° andh is a
vector with a0 for every node, excepi(s) = —1 andh(t) = 1. Af +hv =0, f<by, f=0. (10)
Maximize v For any given vector of the Lagrangian multipliers, the value
subject to L(p) of the Lagrangian function is a lower bound on the optimal
Af+hv = 0 objective function value™ = min —v of the original problem (4).
Cf < b Hence, to obtain the best possible lower bound, we need Ve sol
f >0 the Lagrangian multiplier problem
The MFC linear program can be solved by general linear L* = max L(u). (11)

>0
programming algorithms, such as the simplex method. Howeve r=

due to their general nature, they may lack flexibility and may NOte that for the our Lagrangian subproblem (9), for any fixed

not be as efficient as algorithms that are more specific a¥@/ué of Lagrangian multipliers, L(x) can be found by solving
tailored to the problem. We propose an alternative solutibn & Minimum cost flow problem. A polynomial-time minimum cost
the MFC problem using Lagrangian relaxation and an existif@¥ algorithm is the cost scaling algorithm, with a runnirige
combinatorial algorithm for solving the subproblem of minim 0! O(” log(n - K)), wheren is the number of nodes ankl is
cost flow. With the characteristics of the MFC problem, thi1® upper bound on all the coefficients in the objective flanct

minimum cost flow algorithm we chose has the lowest compfexit>"ce the pbjecgive coefficients arer —1, the time complexity in
this case isO(n” log(n)). We choose the cost scaling algorithm

3Rows are nodes; columns are edges; for each directedeedgei — j), Precisely because its ru_nning time depends neithernofi.e.,
A(i,e) = 1, A(j,e) = —1, otherwise entries of are zero. number of LCC or rows irC'), nor onU (upper bound on values



in b;). * The values ofn andU may be rather large, whereas

is a constant, in this specific minimum cost flow problem. Maximize vo— a-Y, 5 d@)f()
Now that we can solve the Lagrangian subproblem for any subject to b

specificu, we can solve the Lagrangian multiplier problem (11) Af+ho = 0

using the subgradient optimization technique (chosenusecthe Cf < b

Lagrangian function may not be differentiable for some galof f >0

w). It is an iterative procedure: begin with an initial choig8
of Lagrangian multipliers; the subsequent updated vajifeare

determined by**! = [* + 6, (Cz* — b)]*. Here, the notation _ . | _
[]* means taking the maximum of and each component Ofthe capacity vectorf is the vector of link flow variables. The

the vector:z* is a solution to the Lagrangian subproblem whefifference is in the objective function. In addition to maming

= u¥: 6, is the step length at theth iteration. The step length the total flow variablev, we also minimizex - (total delay). We

. . . M(UB—L(u*))  referto the parameter as the delay penalty weight (DPW). Note
is selected to be a widely used heurisfc~ IC=zx—b]> ' that in the objective function, a solution with higher flovteas

Whlere()f<4/\,§ < 2andUB is any upper bound on the Optlmalpreferred, while the solution is also penalized for highelay,
value of (4). and « is the weight the penalty based on how much the total

. We.show in Fig. 9 that for MFC in a simulated networ elay is permitted to affect the objective function value.
in which 30% of the nodes are overlay nodes, the Lagrangian

function values converge to near optimal value in aro@sd
iterations.

As in the case of maximizing only the flow raté,is incidence
matrix, C' is the matrix for linear capacity constraints, is

VI. DELAY PENALTY WEIGHT (DPW)IN WIDE-SHORT

FLOWS
To evaluate the flow rates and delays of wide-short flows,
V. TWO-METRIC OPTIMIZATION we conduct experiments by simulations withand Matlab, on

Aside from sustainable flow rate, end-to-end delay is aldgalistic topologies generated by, again, the power-lagrete

a critically important Quality-of-Service metric for mirtiedia Pased topology generator, BRITE. _ .

content distribution. Thus far, we have focused exclugioei the Ve selected three reasonable strategies for construatertpg
optimization of a single metric: flow rate. However, endetud meshes and implemented them in our simulations. In the simu-
delay is often a metric of interest, to be constrained or mizid; lations, the mesh construction algorithms differ mainlytheir

for instance, real-time streaming of video or audio is delay’€ighbor selection protocols:

sensitive. Even nonreal-time multimedia content distidouwill 1. k-widest (KW): k neighbors with which the node has the
certainly prefer to minimize delay while maintaining opéim highest-capacity adjacent links.

rate. In this section, we take delay into consideration as a®. Short-long (SL):k/2 lowest-delay adjacent links ank/2
additional metric to be optimized. More specifically, we tyy randomly selected links. This was proposed in [10].
simultaneously minimize end-to-end delay and maximize flow3. Short-wide (SW)%/2 lowest-delay adjacent links arig/2

rate, and to find a trade-off between the two possibly coirflict highest-capacity links. This was proposed in [4].

objectives. Each of the above three overlay meshes is constructed with

We must first clarify what exactly it is that we are trying tdinear capacity constraints. In our simulations, the Walert
minimize, that is, define the formula of end-to-end delayt thdlows are obtained in all three types of LCC overlay meshes.
will be used in the optimization. The basic definition of end- We first experimented with various values of the delay pgnalt
to-end delay is the time it takes for a packet to be transtitteveight (DPW), « in the linear program. With network size
from source to destination. Note that given a flgwirom s to 300 and 33% of the nodes being overlay nodes, (DPW) is
t, it can be decomposed inta single-path sub-flowgp;}i%,, varied from0.04 to 0.25. For eacha (DPW) value,100 pairs of
such thatf is a disjoint union of them and eagh traverses source and destination nodes are randomly chosen, and @hus
only a single path froms to ¢. Since quality of service is best maxflows and wide-short flows are obtained. This is done fer th
measured by receiver perception, delayfafhould be defined as three types of LCC overlay meshes: KW, SL, and SW.
the maximum or the average of the delayspgh. Given only The maxflow and wide-short flow rates, averaged over the
f, it is not easy to decompose it and find or even estimate theé0 runs, are plotted against the increasing DPW values in
maximum of single-path sub-flow delays. Fortunatelyisieasy Figure 10(a). The average maxflow rates obviously do notghan
to obtain the total delay, and by minimizing the total delidys for different DPW values. For DPW values less thane, the
equivalent to minimizing the average single-path sub-fl@lag wide-short flow rates match maxflows. The three curves foewid
Hence, we study the problem of simultaneously maximizirg ttshort flow rates (on KW, SL and SW overlays) follow each
flow rate and minimizing the average path delay. other closely as they decrease over increasing DPW vallgs. T

Since the goal is to find flows with high rates and low delay#)dicates that despite differences in neighbor selectidasrin
we call themWide-Shortflows. We give the linear programmingoverlay mesh construction, the behavior of wide-short flaves,
formulation for finding Wide-Short flows: as DPW varies, is essentially the same.

In Figure 11(a), the delays of maxflows and wide-short flows
4All the other polynomial-time minimum cost flow algorithms debed in are shown. The delay of wide-short flows are far smaller than

[9] include eitherm or U or both. that of maxflows, going from almost two orders smaller to ¢hre
5t should be noted that sometimes there may be a gap betweentimabp orders smaller. as DPW increases

Lagrangian multiplier objective function value and the oyl value for the ’ ) S

original problem, the branch and bound method can be used toame the 10 See more clearly the trade-off between maximizing flow

gap. We do not go into the details here. rate and minimizing delay, we show both wide-short flow rate
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Fig. 12.

and delay in the same graph. Since flow rate and delay have
different units, it is not possible to compare them direatligh

their absolute values. Rather we are interested in how modh a
how fast is the decrease in flow rate compared to the decrease
in delay, as DPW increases. Therefore, for each of the three
overlays, both flow rate and delay values are normalized nse

of dividing each by their respective highest value, dividing by

the values when DPW is the smallest. A normalized flow rate is
the fraction of maxflow rate that is achieved by wide-shomufla
normalized delay is the delay in proportion to the delay cdewi
short flow at the smallest DPW.€., o) value (in this experiment,
0.04). With the reference points of maxflow rate and delay at the
smallest DPW in this experiment, the relative improvements
flow rate and delay may be compared with each other.

The normalized flow rate and delay of wide-short flows on the
three overlays are shown in Figure 12(a). As usual, the tesul
are average values oved0 runs with randomly selected source-
destination pairs. Looking at the SL overlay, the flow rateveu
is well above the delay curve, which is the promising sigrt tha
flow rates do not degrade nearly as quickly as the improvement
in delay. At DPW value in the middle of roughiy12, the wide-
short flow rate is around@0% of the maximum while its delay
is already only50% of the starting point. AImost the exact same
trade-off relationship exists in KW and SW overlays. Onceiag
different overlays appear to exhibit the same behavior.

The same graphs for flow rates, delay, and normalized rates
and delay, over increasing values of DPW, are plotted for almu
larger network size of3000, in Figure 10(b), 11(b), 12(b),
respectively. It can be seen that larger network size doeaffext
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the performance and behavior of Maxflow and Wide-Short flonexactly those of maxflow for all overlay percentages, wittyon
the most negligible differences.
VII. WIDE-SHORT FLOWS IN NETWORKS OF VARIOUS Now we proceed to examine the delay of Wide-Short flows,
OVERLAY RATIOS compared with that of both maxflow and Shortest-Path. We
We also experimented with varying the ratio of overlay nodegefine a metric calledelay inefficiencyor comparison: the delay
over total number of nodes including low-level nodes in thmmefficiency of a flow is simply its delay divided by the delal o
network. In our simulation, the number of overlay nodes oveéhe Shortest-Path in the same overlay topology. It measowme h
the total number of nodes in the network ranges betwe¥a many times worse is the delay of this flow than the smallest
and 70%, in networks of size300 and 3000. possible delay of a flow (one that has only a single path).
Based on the effect of differeldPW values on Wide-Short  The delay inefficiency of Maxflow and Wide-Short flows for
flows, we selected th®PW values with the aim of obtaining the three types of overlays is plotted in Figure 14. The delay
Wide-Short flows that have maximum rates with low delays. Wgefficiency of Maxflow in all three types of overlays is so hig
wished to see if Wide-Short flows, with appropriately chosegompared to Wide-Short flows that the latter appears towben
DPW, would be able to attain low delay while still maintainingp|0tted in the same graph with the former. This holds for thire
maximum flow rate, over a wide range of overlay percentageange of overlay percentages. The delay inefficiency of Maxfl
For network size300, the DPW is set to be0.05; for network increases linearly, with a large slope, as overlay nodesrhec
size 3000, the DPW is 0.03. As above, three different types of more dense.
overlays KW, SLandSW are constructed for each network size.

For each network topology and each type of flow (Maxflow, 800
Wide-Short, Shortest-Path)p0 pairs of source and destination _ m\“/\"ﬁxf"lw
) 700 ide-Short
nodes are randomly selected, the flow rates and delays shown i —sL Me:jxﬂovr]
. -=-= SL Wide-S
the following are all averaged oveno runs. 600) 7 oL oe short
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To see more plainly the delay inefficiency of Wide-Short flows
0 50 55 60 65 70 it is shown by itself in Figure 15. Aside from the obvious féwat
Overlay percentage Wide-Short flows have low delay inefficiency that remains|wel
(b) Network size = 3000 below30 in all the simulated scenarios, two more things are worth

Fig. 13. Delay inefficiency of Maxflow and Wide-Short flows. (i), only nptlng based on differences observed between Figure 14 .and

oné Wide—Short curve is shown because the delay resultd dfréb o’verlay Figure _15' (1) For both the smaller ar_]d the larger ne_tv_vor_k,5|z

types are too close together to be distinguished. shown in Flgure 15(3) and (b), reSpeCthE'y, the delay |OE‘fmcy

increases only very slightly as overlay percentage ine®al)

Figure 13 shows the average flow rates of Wide-Short flowss the network size is increased ten-fold (fré0 to 3000), the

compared with those of maxflows. The results of only one tymelay inefficiency of Wide-Short flows remains roughly thensa

of overlay are shown, because all three types of overlaydede In contrast, for Maxflow, delay inefficiency increases by adin

the same results of the flow rates of Wide-Short flows matchirag order of magnitude as the network size is increased.
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VIIl. CONSTRUCTING ANLCC OVERLAY

In this section, we present a distributed scheme for coctstigi
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Fig. 16. lllustrates the phenomenon of hidden bottlenecks.
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Fig. 17. The rapid convergence of the accuracy of discovamte-based
LCC as compared to the complete node-based LCC.

bandwidth links.

The node-based LCC are obtained in stages of increasing
refinement. In the first stage, the least refined set of LCC is
determined. A node executes DSB once with the input of the

an LCC overlay. In Sec. Il, we showed that node-based LC¥®t of k flows to all its neighbors. Thé flows are partitioned

exhibits high accuracy and efficiency that are, in most gasédfo n bottleneck-sharing groups of flowgy, gz, ...
closer to the quality of a complete set of LCC than to that of &€ corresponding bottleneck capacitigs,bs;, . .

, gn, With
.,bn. The LCC

LCC. The advantage of node-based LCC is that they are nturibtained are thusCy = {3 .o, we < bi}j;. Since DSB
distributed. In our scheme, an overlay node first determmesdetects only the dominant bottlenecks, some bottlenecksotde

conservative set of node-based LCC, i.e., coarse LCC; it thdiscovered in the first stage. We give an example of this in Fog

successively refingbe LCC.

assume that nodé’ is using DSB to probe for bottlenecks,

As with all overlay construction methods, the input is a det @nd assume that bottlenedkl has a smaller capacity thaB3.
overlay nodes, each possessing a list of other known noddse— YVhen nodelU executes DSB with alj flows from its neighbors
list may not be complete at the beginning, but it is periotica (V1,...,V5), only the most dominant bottlenecks! and 52
disseminated and updated as new information from othersod@n be discovered. Now the set ®fflows are partitioned into
arrives. The existing methods make use of unicast probestito etwo groups,gi = {V'1,V2,V3} with bottleneck capacity of31

mate link bandwidth. The independent unicast probes canelot
information on shared bottlenecks of overlay links. Theref the

and go = {V4,V5} with capacity of B2. The two LCC thus
obtained are perfectly accurate, but not complete; moretivey

probing tool we use in our scheme is an efficient and accurdé€ conservative in bounding the two flows frdri and V2 to

technique for detecting shared bottlenecks (DSB), prapdse
Katabi et al. in [11], [12]. This technique is based on the@mt

the capacity ofB1. To further determine more refined LCC, node
U must execute DSB with the input of only the flows frarmi

of the inter-arrival times of packets from flows. A set of flowgandV2. This will be done in the second stage of LCC refinement.

are partitioned into groups of flows, each group of flows sleare

bottleneck, and the bottleneck capacities are also mehswe
refer to this probing tool for detecting shared bottlenezk®SB.

In order to guarantee that all hidden bottlenecks behind the
dominant ones are found, all possible subsets of flows in each
group must be probed separately. However, the brute-faaeh

Every time DSB is executed with the input of a set of flows, this exponential in computational complexity and hence isitgle.

output is a collection of groups of flows with their corresgimy
bottleneck capacities.

Prior to determining LCC, a node selects upimeighbors
— any of the existing neighbor selection rules can be sultetit
here, for our simulation, we used the rule of selectingithghest

We maintain a low complexity by randomly dividing each group
g into two subsets and execute DSB on each subset.
Although this procedure does not exhaustively search girou
all possibilities, our simulation results show that it ist ramly
efficient but it is also able to find LCC that are negligibly s#o
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to the complete LCC, after a certain number of refinemeniestag IX. RELATED WORK

The entire procedure of discovering node-based LCC is sum-

marized as follows: Prior work in overlay networks have without exception asedm

1) Start with G containing one single group including @l an overlay model of independent link capacities, with nd lin
flows. correlation. To alleviate the adverse effect of overlogdthe
2) Execute DSB with each groupfrom G separately. underlying network from mapping too many overlay flows to
3) Every groupy is partitioned inton sub-groups, from which shared bottlenecks, the typical approach is to limit oyerlade
n LCC derive; add toC (the growing set of LCC) only degrees. Our proposed LCC-overlay is able to model the real
those LCC that are not redundant with the ones already fetwork topology more accurately, by explicitly incorptimg link
C. correlation in the succinct form of linear capacity conistisa
4) Each sub-group containing more than two flows is randomWe have shown that through accurate network representation
divided into two subsets and? now contains all such LCC-overlay ensures a higher overlay quality. To the besiuf
subsets as its groups. knowledge, there has not been previous work on the two proble
5) Repeat step 2 as long as more LCC can be found. we studied in the context of graphs with LCC: widest-pathhwit
LCC and maximum flow with LCC.

We use the simple example in Fig. 16 to illustrate the above . o
procedure for finding node-based LCC. Notle executes the Several projects based on Distributed Hash Tables — CAN

procedure as follows. In step @, contains all 5 flows incident to [13]: Pastry [14] and Chord [15], etc. — designed structured
nodel (with the overlay node¥'1 . .. 5). In the first stage, steps ©Verlay networks in which neighbor mappings are dictated by
2 finds two LCC (to add to the set): fu1 + fva + fus < Bl addresses from abstract coordinate spaces. Distribugedtaims
fva + fvs < B2. Now there are 2 sub-group$V1,ViV3} for general-purpose overlay construction were proposedloyg

and {V4,V5}. The first one contains more than two flows an§t @ in [16] and by.Sheln in [4]. The.h.euristics prqposed by
is hence further divided to two subset§’1,V2} and {V3}. Young et gl. are to bu'lldk interleaved minimum spanning tr.ees.
Thus, at the start of the second stage,has three groups: Shen designed and implemented a software layer to build and

(V1,V2},{V3},{V4,V5}. Steps 2 to 4 will then find the new maintain an overlay using quality metrics of unicast lajeand
LCC: fy1 + fvs < B3, which will be added tar. At the end, Pandwidth and various heuristics. Application-specifiogmsals
the nodel’ has three node-based LCC dh " have been made for various overlay services, includinglayer

multicast [1], [17], content distribution [3], [18] and niumhedia

The simulation results for a network af)0 nodes with30% )
étreamlng [19], [2].

overlay nodes are given in Fig. 17. In our simulation, LC ) ]
obtained at successive stages of refinement are used to tompy/ISO relevant is recent work by Ratnasaryal. [10]. A dis-
maximum flows, and maximum flows are also computed froffjouted binning scheme is designed and applied to the fooma
the complete node-based LCC. A high number of source affjunstructured overlay networks. The aim is to incorporatee
destination node pairs are randomly chosen to compute muawimoPological awareness into overlay construction. Thiskibifers
flows and the maximum flow bandwidths are averaged over HPm ours in focusing exclusively on the latency metric.maty
such pairs. In Fig. 17, the average maximum flow bandwidths f8f nodes in latency is the only topological information thsit
successive stages of LCC refinement are plotted, and cothpmareSCUght. In this work [10], it is assumed that the overlay dink
the average maximum flow bandwidth computed using complet@n be viewed as essentially independent of each otherrimster
node-based LCC. After only refinement stages, the DSB LCcOf latency. In this paper, we focus on accurately aggregatin
are as good as complete node-based LCC. The number of stdd¥#€rlying bandwidth information into our overlay modey b
required for such accuracy may have something to do with tfRking into consideration overlay link capacity corredati
node degree limit, which is set &tin this simulation, because Common to all these proposals are heuristics that use unicas
the node degree limit determines the maximum size of thepggrouprobing to select overlay routes with low latency or high dxan
given by DSB. width. They view and treat overlay links as independent. e,

The complexity of the procedure depends on two factors: tM¢ Propose a new overlay model and hence work upon a premise
number of executions of DSB and the number of flows probe@istinct from previous work.
The number of packets per flow required for DSB depends onFinally, the well-studied quality-of-service (QoS) litture
the cross traffic condition and the bottleneck sharing cemipl; explores problems that are related to the subject of thiepap
a reasonable estimate based on reported empirical resJtid]i Spurred by increasing demand for multimedia applicatiover o
is a few hundred packets. In our simulation, for obtaininglLCthe Internet, the problem of finding routing paths that $atier-
that are98% accurate of complete node-based LCC, DSB isin QoS constraints — i.e., the QoS routing problem — has bee
executed an average of6 times and the average number ofxtensively studied by the research community. Repretemta
flows probed isl3.5. This translates to a total of a few thousandexamples of such QoS constraints are requirements in bdtigwi
of probes used. It is worth noting, though, that the probindelay, jitter and packet loss. Many QoS routing algorithraseh
and discovery of node-based LCC can be done passively. Teen proposed, e.g., [20], [21], [22], [23], [24]. In suclses, the
overlay can begin data transmission with an initial topglogQoS constraints in question can be thought of as the minimum
without knowledge of LCC. Then gradually through time, th@erformance objective (or worst-case performance gueerdf
ongoing data transmission essentially acts as passivéngrabd the algorithm. The problem we consider here is a differer: on
is used to determine more and more refined node-based LG want to optimize bandwidth given that the capacity camsts
With increasingly complete LCC, the data disseminatiootogy of the overlay linksalready existin the network as one of its
can be changed accordingly. characteristics.



X. CONCLUSIONS

We have introduced a new model of overlay networks, LCC-
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[16] A. Young, J. Chen, Z. Ma, A. Krishnamurthy, L. Petersomg &. Wang,
“Overlay Mesh Construction Using Interleaved Spanninge$re in
Proc. of INFOCOM 2004.

overlay, that uses linear capacity constraints to sudgineffi- [17] S. Banerjee, B. Bhattacharjee, and C. Kommareddy, “Staldpplica-
; p tion Layer Multicast,” inProc. of ACM SIGCOMMAugust 2002.

.Clen.tly and acc_urately represent the real networ.k topoledh élB] D. Kostic, A. Rodriguez, J. Albrecht, and A. Vahdat, ‘R High
its link correlations. We have defined the metrics of acoura Bandwidth Data Dissemination Using an Overlay Mesh,” Firoc. of

and efficiency to qualitatively measure the quality of osrl

networks. Through analysis and simulations with realiséitwork
topologies, we showed that LCC-overlay has perfect acguaad

optimal efficiency, and even a restricted class of LCC — node-
based LCC — yields excellent accuracy and efficiency that are
close to complete LCC, while overlays with no LCC not only hak?]

low quality but its quality deteriorates with increasingtwerk
size.

Node-based LCC are more efficient than complete LCC and

can be obtained distributedly. We propose a distributedrétgn

to construct LCC-overlays with node-based LCC. Simulation
showed that the LCC obtained via a probing tool convergedhapi [23]

ACM SOSP2003.

V. Padmanabhan, H. Wang, P. Chou, and K. Sripanidku|cBastribut-
ing Streaming Media Content Using Cooperative Networkirig,Proc.
of the 12th International Workshop on Network and Opera8ygtems
Support for Digital Audio and Video (NOSSDAV 200®R)iami Beach,
Florida, May 2002.

J.M. Jaffe, “Algorithms for finding paths with multiple oetraints,”
Networks pp. 95-116, 1984.

A. et al. Iwata, “ATM routing algorithms with multiple gagquirements
for multimedia internetworking,1EICE Transactions and Communica-
tions E79-B pp. 999-1006, 1996.
22] H. De Neve and P. Van Mieghem,
multiple constraints routing algorithmComputer Communicationgp.
667—-679, 2000.

P. Van Mieghem, H. De Neve, and F.A. Kuipers, “Hop-by-rmqmlity

(19]

(21]

“TAMCRA: a tunable accuracy

to the complete node-based LCC.

We also studied the problems of widest-path with LCC an[§4]

maximum-flow with LCC. We proved that widest-path with LCC
is NP-complete, but in realistic overlay topologies, thiusons

of regular widest-path are almost always the same as thmabti

widest-path with LCC. We formulated maximum-flow with LCC
as a linear program and proposed an efficient algorithm teesol
it. We further studied the problem of optimizing delay while
maintaining near-optimal flow rate or bandwidth.
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