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Abstract—With the proliferation of multi-touch mobile devices, needs to support multi-party collaboration. Clearly, itas
such as smartphones and tablets, users interact with devices inmore elegant and reusable solution to serve the needs of an
non-conventional gesture-intensive ways. As a new way to intatt o tire category of gesture-intensive media applicati@rce

with mobile devices, gestures have been proven to be intuitive ived t b ized and dered i L
and natural with a minimal learning curve, and can be used in received, gestures can be recognized and rendered ineai U

interactive multimedia applications. In order for multiple users Dy a live instance of the same application on a receiver. To
to collaborate in an interactive manner, we propose that gesture take such broadcast of gestures a step furthetiiple gesture

can be streamed in multiple broadcast sessions, with each sessiorhroadcast sessions need to be supported concurrentlyaso th
corresponding to one of the users as the source of a gesturegny participating user can be the source of a gesture stream.

stream. During the interactive session, the Quality of Experience With h t t ina broadcast . in ol
(QoE) of mobile users hinges upon delays from when gestures are ith such gesture streaming broadcast sessions In place, a

entered by the source to when they are recognized by each of thehigh-quality user experience within an interactive aplion
receivers, which we refer to asgesture recognizing delays. In this  hinges upon an important Quality of Experience (QoE) metric

paper, we present the design oGestureFlow, a gesture broadcast the time it takes for a gesture to be recognized at each of the
protocol designed specifically for concurrent gesture streams in receivers, starting from the time it is recognized at therseu

multiple broadcast sessions, such that the gesture recognizing f th . Ref dt thest izing del
delay in each session is minimized. We motivate the effectiveness®! (N€ S€SSION. Relerred 1o as besture recognizing delay

and practicality of using inter-session network coding, and address Such a delay is an application-layer QoE metric that diyectl
challenges introduced by the linear dependence of coded packets.affects the user-perceived quality of an application sessi
We evaluate our protocol design using an extensive array of real-  |n this paper, we preserestureFlow a new QoE-aware
world experiments on mobile devices, involving a new gesture- yagtyre streaming protocol specifically designed for i
intensive interactive multimedia application, called MusicScore, . . .
that we developed from scratch. conc_ur_re_nt_ broadcast sessions of gestu_res, with the algect
of minimizing gesture recognizing delayis these broadcast
sessions. Since only a subset of raw touch events can berecog
nized as multi-touch gestures, the source of a broadcasbses
needs to sendaw touch events, which will be recognized at
|. INTRODUCTION each of the receivers. Each recognized gesture will consist
EW mobile devices with multi-touch displays havedf a number of network-layer packets, all of which need to
brought revolutionary changes to ways users interalee received for the gesture to be correctly recognized.kenli
with wireless devices, wittmulti-touch gesturesised as the traditional media streams, gesture streams typicallyrihmu
primary means of interaction. In particular, interactivelta Yyet bursty bit rates, but packet losses are not tolerableesin
media applications on mobile devices have made it possil§iach lost packet will severely affect the accuracy of théwges
to use gestures intensively to create and consume artisticrecognizer on a receiver.
musical content in an interactive and collaborative fashio In order to support multiple broadcast sessions while min-
since gestures are frequently needed to create and maeipuldizing gesture recognizing delays and guaranteeinghielia
artistic strokes or musical notes. With such media autligoripacket delivery, we present a detailed design that irdes-
applications, it is desirable, if feasible, to supportabbration session network codingand addresses a number of open
among multiple participating users. As an example, it woulhallenges in our design that have not been discussed in the
certainly be exciting if music composition hobbyists majiterature: what the best size of the coding window should be
collaborate in real time to work on a musical piece_ how the coding window should be advanced, and how packets
To support such collaboration among multiple users in retpm different sessions can be coded together.
time, we propose thatgesturesare streamed in a broad- To validate our design, we have developed a real-world im-
cast fashion from one user to all participating users, in Riementation ofGestureFlow as well as an interactive music
broadcast session. Streaming gestures themselves, tlagmer composition application, calleMusicScore using Objective-
application-specific data, has made it possible to optirttize C from scratch on the iPaddusicScoretakes full advantage
design and implementation of gesture broadcast protocol of our implementation of th&estureFlowframework to allow
that can be reused by any mobile multimedia application theé@mposers to enjoy a live collaborative session. Duringrext
sive experiments presented in this paper, we have disabvere
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high probability, leading to a much higher overhead thantwheather than streaming application-specific data, we pre et
we originally anticipated. We found that it is due to the faanulti-touch gestures are streamed instead, regardleshaff w
that the coding window size is typically very small, which ighe application may be. With the same application running on
required to satisfy stringent delay requirements. We pgego multi-touch devices belonging to all participating usdise
use systematic Reed-Solomon codes on the source to mitigatteamed gestures can be precisely rendered on a receiving
the overhead due to such linear dependence, and show thatice, as if they are enterdige by the local user.
the revised QoE-aware gesture streaming protocol has met ouBy streaming multi-touch gestures, we immediately gain
needs with the smallest possible gesture recognizing delaya number of important benefits. In contrast to the design of
The remainder of this paper is organized as follows. Sec.dlistomized state exchange protocols for specific colldivera
discusses the motivation and challenges of QoE-aware gewedia applications, such as musical symbols in a score and
ture streaming. In Sec. lll, we describe our detailed systeatistic objects in a canvas, it would be much more generic
design inGestureFlow using inter-session network coding. Into stream multi-touch gestures as representatives of nsar i
Sec. IV, we present a thorough analysis of measurementsesattions. By handling the replay of streamed gestures as user
using our implementation oGestureFlowand MusicScore input, application states are updated correctly at theiviege
and observe that coded blocks are linearly dependent witbvice. This implies that gesture streaming can serve as an
an alarmingly high probability. In Sec. V, we propose ouunderlying framework that supports any media application
solution to mitigate such linear dependence among codwt desires multi-party collaboration. Furthermoregaining
blocks, and evaluate its performance. We discuss relatek wenulti-touch gestures makes it easier for multiple users to
and conclude the paper in Sec. VI and Sec. VII, respectivelinteract with the same set of application states at the same
time. In MusicScorethis implies that multiple users are able
Il. GESTURESTREAMING: MOTIVATION AND QOE to compose the same piece of music together, by composing
. . . . different voices or musical instruments in the piece.
Multi-touch allows users to interact with user interface . S
X . o : Since all participating users are able to affect the statheof
elements directly with their fingers usingestures and has S
been proven to be the most intuitive interface for a wideetgri application, itis a must that everyone can see the exacgelsan
of applications. These gestures can be as simple asaom-firﬁnaqe by other users. Wh'le some mult|-tou_ch gestures can
) .e%sny be replayed after being streamed to a different saeh

tap, or as complicated as a three-finger swipe. As a runnihg adding a note iMusicScore other gestures only change

example and experimental testbed, we have designed ?ﬁ‘g views of the local user, such as zooming, and do not affect

implemented an iPad application for music composition g'SIrEhe state of the application. If participating users ha¥iedint

multi-touch gestures, calleblusicScoreand shown in Fig. 1, . o ) . .
. . views, it will be impossible to show all of them on one display

from scratchMusicScoraallows a user to create musical note . L L T
-We solve this problem by adopting ‘@icture in picture

with double taps, to change the pitch of notes by dragglr(‘)%sign: a user's own gestures interact with the native view

them vertically, and to select a group of notes by draggmgu%ing the full-screen display, and the views of participati
rectangle around them. : . ; ) .
users are displayed in their respective overlay windows. In

the example shown in Fig. 2, both Alice and Bob are able to

T T f e o 4 =He work on their preferred views, and to observe the view of the
' other party at the same time.

| fErEE

=
L

Fig. 2. A “picture in picture” design as multi-touch gestusee streamed
between two users, who are collaborating to compose the saoe @i music.
Fig. 1. A screenshot of runninilusicScoreon the iPad.

B. Quality of Experience

A. Streaming Multi-touch Gestures Our ultimate design objective is to design a reusable frame-
In MusicScorethere are situations in which a teacher givework, called GestureFlow from the ground up to stream
her student a tutorial on music composition when she is ravenulti-touch gestures to multiple participating users,hwtibe
ing; or composition hobbyists collaborate to compose agiebest possible Quality of Experience achieved. The framlewor
of music without being physically together. These exampleses a shared set of well-designed presentation and transpo
have shown a clear need to facilitate spontaneous sharingchanisms to support a variety of interactive multimedia
of user experience among multiple users, which substantiaapplications, includingMusicScore There are a number of
improves the utility of multi-touch applications. In a ngdl, challenges when designing tii&estureFlowframework.



First, multi-touch gesture streams havevary low yet than the longest gesture recognizing delgy,.. Therefore, to
bursty, bit rate. In multi-touch applications, it is usually theachieve the best possible Quality of Experience with a short
case that users interact with their devices frequently feh#e  , gesture recognizing delays need to be minimized.
and then stay idle most of the time. For example, a music

composer touches the displayMusicScoreo add or remove
b P b -y : : Alice's gestures v' g\l %I »Time
notes only when she is inspired. Fig. 3 shows the bit rates of te—Ap——A—> !
a typical gesture broadcast sessiorMusicScoreover time. Dl vy ety | sl ety
We can observe that the peak bit rate reachiekbps, while Bob's Receiving ! y E\ §“\\ .
the average bit rate is no more tharkbps. Sequence  F R = >Time
Ht T2 73
12 Gesture Replay E V| §\| %| o
2O L) g oo ] in Bob's device > § =—At; Aty >Time
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Fig. 4. The replay of gestures from Alice to Bob, using aniahistartup
delay § to mask varying end-to-end delays over the Internet, as well as
i T BN N | TRRIRAAIRRARERER Rt B \EAAE | AT (| RERRRRES gesture recognizing delays in the application.

Bitrate (kbps)

With these unique characteristics, the design ofGlesture-
0 50 100 150 200 250 300 . . . .
Time (sec) Flow framework is more challenging than conventional media
streaming systems. It needs to be designed so that a bursty
Fig. 3. Bit rates of a typical gesture broadcast sessioklisicScoreover and low bit-rate stream from each user can be transmitted to
time. all participating users in a reliable and timely fashionaiset

Second,multi-touch gestures need to be streamed in :ﬂ broadcast communication sessions.
in-order, losslessand error-free fashion, as any lost or er- ) _
roneously transmitted gesture to any of the participatisgys: C- Presenting Multi-touch Gestures
makes it difficult to precisely render and reconstruct agpli  We are now ready to present a detailed design of our
tion states at the receiver. This is different from typicadia GestureFlowframework. The first natural question is how
streams, where a loss or an error is considered an incongestures should be presented and packetized, in preparatio
nience that degrades playback quality, but not a catastropfor streaming to multiple participating users.
event. In multi-touch applications,gesture recognizersare in-
Third, gesture streaming has a stringent delay requiremesitances that analyze eaw stream of touch objects in a
Media applications that need the support from a gestusequence, and determine the intention of users based on
streaming framework are interactive in nature, and demaptbperties of each gesture. It analyzes the number of tauche
the smallest possiblgesture recognizing delayirom when and the number of taps from the raw stream, and compares
gestures are recognized by the source, to when they #rem with the required ones stored in the recognizer to
eventually received and recognized by each of the receivensmiake a decision. Table | shows descriptions and examples in
Finally, once the replay of streamed gestures has startedVaisicScorefor a collection of useful gestures.
a receiver, the interval between the replay of two conseeuti What information should be streamed for a precise playback
gestures has to be kept identical to the difference betwesn t at a receiver? There are two alternatives. The first is to
original timestamps when they are generated at the sendee araw stream represented by a successive sequence of
Otherwise, rendered states of an application may be differéouch eventge.g, finger-down, finger-up, or location update
from the original. This implies that each gesture has to lwé touch), and the second is to stream a sequence of ges-
recognizedat the receiveion time i.e.,, before its scheduled tures recognized by gesture recognizers. Intuitively, o
replaying time, despite the fact that each gesture may Hkink streaming recognized gestures would be sufficient for
received with different end-to-end delays over the Internanobile applications. UnfortunatelestureFlowneeds to use
and as a result experience different gesture recognizilaysle the first alternative, and to stream raw touch events rather

Similar to live media streaming, aimitial startup delay— than recognized gestures. This is because interactiveamedi
with a corresponding application buffer at the receiver —a caapplications typically include a mixture of raw touch ewent
be used to mask varying gesture recognizing delays. and recognized gestures. Take a drawing application as an

Using our “Bob and Alice” example, we illustrate delaysxample, while scaling or moving an object in the canvas can
in the session from Alice to Bob in Fig. 4. Alice’s gesture®e done by gestures, artistic drawing requires a raw stream
are received by Bob with end-to-end delays 72, 73,..., of touch events to track every movement of fingers. Table Il
and recognized by Bob’s application with gesture recogizi summarizes examples of multi-touch operations in typical
delaysvi,v9,vs3,.... Though a gesture may be recognizeihteractive applications, which require both raw touchrése
by Bob’s application, its replay may be delayed by an initisdnd recognized gestures.
startup delayd, such that the intervals between gestures, As soon as the raw stream is received, gestures can be
Aty, Ats, ..., are kept precisely the same during replay. Irecognized by the same application on the receiver, as illus
order to make sure all gestures are recognized on time foated in Fig. 5. As a gesture is essentially a sequence of raw
replaying, the initial startup delay has to be no shorter touch events, before the last touch event arrives at thévezce



TABLE |

EXAMPLES OF MULTI-TOUCH GESTURES INGestureFlow

| Gesture type

| Description

| Example in MusicScore

Information needed to replay

|

Tap

possibly multiple times

Tap a view with one or more fingers,

Select a note or chord

The number of fingers used, the number of ta|

and the location in a given view

pSs,

Swipe

a direction for a distance

One or more fingers moving towards Scroll up or down

The location of the first touch, the direction of

the swipe, its velocity and the distance

Touch and hold

Touch with one or more fingers an
hold for a short period of time

d Trigger a pop-up menu to change th
note duration or to add accidentals

eThe location in a given view

EXAMPLES OF MULTI-TOUCH OPERATIONS IN TYPICAL INTERACTIVE

TABLE I

APPLICATIONS.

T RANSPORTINGGESTURESTREAMS

When transporting gestures, we wish to achieve the best

possible Quality of Experience, in that gesture recoggizin

Interactive Brushes MusicScore

Application (Artistic drawing) (Music composition)
Touch Draw a curve with vary-| Free play on the virtual
Events ing speed piano keyboard
Recognized Move a layer in the can{ Create a note usingd
Gestures vas using panning double-tapping

delays are to be as short as possible. It is intuitive to deace

a design where a TCP connection is established between each
pair of users, forming a complete graph of overlay. Although
TCP guarantees the reliable and in-order delivery of a strea

of bytes, the realistic nature of traffic on the Internet alies
that overlay links based on TCP connections exhibit a wide

and leads to a successfully recognized gesture, all pregediange of delays, and vary significantly over time as well.
touch events have already being streamed to the receifdrther, since TCP uses retransmissions to guarante®leelia
In other words, the recognizer in the receiving applicatioflivery, delays may escalate with a slightly more congeste
has beerprogressivelyreceiving “partial” information about link, leading to high delay jitters.
this gesture; once the last raw touch event is received, thel© minimize end-to-end delays of delivering gestures to re-
gesture is immediately recognized. In contrast, if a gestu¢eivers with guaranteed reliability, we present two apphes
is streamed when it is fully recognized by the sender, tky taking advantage of the “all-to-all” broadcast nature of
receiver has to wait for the transmission of an entire gestufSestureFlow where every participating node is the source
which is typically larger than a touch everite, the delay node of a broadcast session to all others, and multiple broad
of recognizing a gesture in the receiving application wit bcast sessions exist concurrently in the complete overlaglgr
higher. connecting all usergsirst, we propose to useandom network
coding which streams coded blocks using UDP flows rather
User's touchesm than TCP, and allows possible relaying nodes to relay blocks
that they receive after recodingecond instead of direct

(" Touch Objects iO0S ) ; ; i !
CostureFlow connections in the case of using TCP, multiple paths between
Raw Stream Streaming the source and each receiver are used to minimize the end-to-

U

raw touches

end delays of delivering gestures. Since all relaying na@des
receivers themselves, no additional bandwidth is consumed
take advantage of relay paths. The essence of our transport
solution is to use network coding as a rateless erasure code
for all broadcast sessions to guarantee reliable delitigiytly
coupled with the use of multiple paths to minimize end-td-en
delays.

Recogmzere

Recogmzers

Mobile
Application

Streaming a raw stream of touch objects.

Picture in Picture

Application

recognized
gestures

Fig. 5.

To packetize and transmit a raw stream of touch objed%!; GestureFlow: Design Overview
(Fig. 5), we propose to use a simple binary format, due to theln GestureFlowwe have designed a custom-tailored proto-
fact that there are only four types of events involved (teucleol to utilize random network coding in all of the concurrent
begin, touch-move, touch-end and touch-cancel). With a rdwoadcast sessions, each streaming gesture events from one
stream, touch objects are continuously generated as a usethe participating nodes. The reliable delivery of orain
interacts with her device, and transmitted with a compathfo data blocks is guaranteed with the erasure correction eatur
of presentation so that the bit rate is minimized. Each ofeherandom network coding. Should a particular coded block be
touch events should be accompanied bysi#guence number lost, subsequent coded blocks received are equally inwevat
and timestamp At a receiver, sequence numbers are used amd useful.
detect out-of-order delivery and losses of the event streauah Data blocks flow conceptually from each source ioogled
timestamps help to replay them with precise time intervals gorm that is mixed with other blocks, via multiple single-
they are originally generated: any time intervat; can be hop or two-hop paths to each destination, with each two-hop
computed as the difference between the timestamp oftthe path using one participating node as a relay. With multiple
event and that of th¢; — 1)*" paths, original data blocks will arrive at a receiver via fath



with the lowest delay, yet in a coded form. Fig. 6 illustrates Basics of random network coding. Random network coding
an example to show how blocks from Nod& session are has been well established in recent research literature [1]
transmitted in coded forms and following different paths. [2], and has been shown to maximize throughput in multi-
cast sessions. With random network codikgoriginal data
blocks b = [by,ba,...,b;]T, each withs bytes, are to be
transmitted from the source to multiple receivers in a netwo
topology. A source of a broadcast session generates coded
blocksz; = >°¥ | ¢;; - b; as a linear combination of original
data blocks in a finite field (typically7F'(2%)), where the set
of coding coefficientsc; = [cj1,¢j2, - ,cji] IS randomly
Fig. 6. Streaming coded blocks from Node 1 to all other pamiting nodes Chosen. A relaying node is able to perform similar random
along multiple paths. Data blocks from Notlere being transmitted to Node |inear combinations on received coded blocks with random
gg‘ﬂgfi‘;?ng’:;”éo‘ij'tezegvﬁf"rt‘ﬁe‘?r g'vrvicgg?;"bfgcfs'f‘ye‘j by Natland Node coefficients. Coding coefficients related to original blek

are transmitted together with a coded block.

When participating nodes are used to relay data blocks, they® receiver is able to decode ak data blocks when
are also producing their own original blocks. What shoulcheaé has receivedk linearly independent coded blocks =
node do with these data blocks belonging to multiple brosidca®1: @2 - - -, @x] ", either from the source or from a relay. It first
sessions? Since a node is capable of recoding all codedsblo@Mms ak x k coefficient matrixC, in which each row corre-
it has received before transmitting them to others, shall yeponds to the coefficients of one coded block. It then decodes
allow for recodingacrossmultiple broadcast sessions? If wehe original blocksb = [by,bs, ..., b;]" asb = C~'x. Such
do, a participating node would then serve the dual role afdpei@ decoding process can even be performed progressively as
a source node and a relaying node. Referred iatas-session coded blocks arrive, using Gauss-Jordan elimination taged
network coding in the theoretical literature, it has notlyeen C t0 its reduced row-echelon form (RREF).
adopted in any practical systems using network coding. Although inter-session network coding is conceptually-sim

In the GestureFlowframework, we have made the decisiol€ to perform, its real-world design and implementatiomeha
that all nodes are to perform network coding across multipffought a number of challenges to the spotlight. In what
broadcast sessions. If each node is allowed to mix all inngmifollows, we illustrate our design choices as we addressethes
blocks with original blocks produced by itself, there is nghallenges.
longer a need to allocate outgoing bandwidth to multiple Thesize of an original data block. When determining what
concurrent sessions, or to schedule outgoing blocks bigigngthe value ofs — the size of an original data block — should
to different sessions competing for outgoing bandwidththwi be, we have discovered in our experiments that the size of one
inter-session network coding, every node only needs testra§esture event in the stream is very small: less thehbytes.
mit as many coded blocks as the outgoing bandwidth allow, GestureFlow each original data block contains one touch
without considering the sessions they belong to. event if any touch event is produced. When original blocks of

In the four-node example shown in Fig. 6, if we considdfifferent sizes are coded, they are padded with zeros tdzbe s
all 4 broadcast sessions fromusers concurrently, the inter-Of 512 bytes. Since gesture events do not vary substantially
session network coding engine in nodlés shown in Fig. 7. in size and the streaming bit rate is very low, the overhead
As we can see, nod2 produces coded blocks covering all introduced by such padding is not a concern.
sessions, each of which carries the necessary informatimm o~ Cumulative acknowledgments. How should receivers ac-
nodes require to decode, such as the sequence numberkngivledge the source node of a broadcast session in which
original blocks, all random coefficients, and the coded pay) an original data block has been correctly decoded? The first

so that it is self-contained. intuitive idea is to selectively acknowledge each of theadat
blocks as soon as they become decoded, even if they are not
Incoming Sessions — Outgoing Sessions  ALTERSes™  consecutive to one another. While it is certainly possible fo
Node 1 [S1, 53, 54 3 4@ Node 1 Si% the source node to remove any of the original blocks fro_m the
'» Random | ! P Endsea# |  coding window when it is acknowledged by all the receivers,
Node 3 [S1, 53, 54 »M@ Node 3 %%f_ it requires a coded block to carry the sequence numbers of
1 Coding T all original blocks that are coded. Since sequence numbers o
Node 4 [Si. 5451 1 & 4@:} Node 4 | ;e payioad original blocks are not consecutive, it is no longer feasiol

carry only the starting sequence number oféhdiestoriginal
Fig. 7. The inter-session network coding engine in n@dén the context block. Since the additional overhead and complexity may not
of the four-node topology shown in Figure 6, with“all-to-all” broadcast be justified, we propose to usemulativeacknowledgments,
sessions considered. which are much simpler.
With cumulative acknowledgments of decoded data blocks,
) a receiver uses Gauss-Jordan elimination to reduce the coef
B. GestureFlow: Protocol Design ficient matrix of all coded blocks it has received so far to its
Now that we have presented an overview@déstureFlow RREF, and finds out which block has just been completely
we are ready to discuss more details in our protocol desigmnlecoded. Instead of acknowledging a newly decoded data



block immediately, the receiver sends an acknowledgmestntaining new multi-touch events (and buffered), theyraoe

for a decoded block only ifll earlier blocks with smaller added to the coding window since it has already reached its
sequence numbers have been decoded. As an example shmarimum size. After a few coded blocks are received, the
in Fig. 8, the receiver does not acknowledgeeven though it receiver acknowledges that blocks 5 have been successfully
has been decoded after receiving two coded blagkandxzs. decoded. At times, the coding window at the source node
It waits until receiving another coded bloak, which renders advances itself by removing acknowledged blocks, and then

all three data blockd), , b2, and b3, decoded. blocks 7 and 8 enter the coding window. By adopting the
sliding window mechanism, during bursty periods when touch
Sender Receiver events are produced back-to-back, the coding window expand
bit bot b3 2, RREF of the Coefficient Matrix to cover new events, so that they can be received and decoded
2b1+ bo+3b3 \ b bz by by receivers in time. During idle times when touch events are
\ C111] Yy . g

bi+ bat+2bs \"OS“ 110 scarce, the size of the coding window is naturally reduced as
bi+2ba+ b \ [0 0 l] P decoded acknowledgments are being received.

4
100 . ) ]
Acknowledgment o3 010 |by,by,bs decoded Alice's Multi-Touch Sender Receiver
1

for by, by, bs N 00 Event Timeline (Alice) (Bob)
Coding Window Coded Blocks
> E

Fig. 8. A receiver sends a cumulative acknowledgment only vetlegarlier
blocks have been decoded.

t1\> §
BEBDE— ) &
Basics of the coding window at a source node with : : Decoded for Replay
no relaying. In the theory of random network coding, it is [&] t D= B
assumed that data blocks are to be coded, and if more data [¢] 3%
blocks are being transmitted, they are divided igtoupsof % [2] [¢] —
blocks, and coding is to be performed within each groug:. If ] ] ) |
is fixed, it corresponds to a fixed number of blocks to be coded. cy S A
However, a fixed group size may negatively affect the QoE
metric in gesture streaming: due to inherently bursty gafffi9- 9 The coding window at a source node advances itseff tave.
when gestures are streamed, a fixed group size may increase
the gesture recognizing delays. As an example, consider thé&hrinking the maximum size of the coding window on
case wherd blocks are to be coded at a source node, yet orggmand. Since raw touch events are streamed directly and a
3 are received or produced, followed by a long idle perio@eésture consists of multiple raw touch events, with a fixed
With a fixed group size, the source node would have to waitaximum size for the coding window, blocks containing
for all 4 blocks to become available. information to recover one gesture may be split into separat
To address this challenge, blocks are to be coded withtading windows, incurring longer gesture recognizing gela
a sliding windowin GestureFlow referred to as theoding at the receivers. Longer gesture recognizing delays can be
window To explain the basic idea of a coding window, let ugeduced if we can send out a coded blacimediatelywhen
first consider the simplified scenario where a node does rib€e recognizer on the source node recognizes a gesture.
relay coded blocks from other broadcast sessiams, only In our design, the source node will always “shrink” the
original blocks are coded by the source node of a broadcasaximum size of the coding window to the current block
session. In this case, as a new original block containingsa nerhenever a gesture is recognized, so that no other blocks can
gesture event is produced, it is added to the coding wind@mter the current coding window. By doing so, the source
at the source node. A maximum size of the coding windowode will not need to hold itself back and wait for new
W, is imposed to guarantee successful decoding at receivargginal blocks after a gesture is already recognized; it is
and it corresponds to the maximum number of original bloclkdso easier for receivers to receive enough coded blocks to
that can be coded to produce an outgoing coded block. Tigeover the gesture since fewer blocks are contained in a
source node performs random network coding on originabded block. Fig. 10 shows an illustration of our maximum
blocks within the coding window, and sends coded blocks t@ding window size adjustment mechanism with the previous
all the receivers as newer blocks are being added to thegodéxample in Fig. 9. When a gesture is recognized by the
window. The coding window advances itself by removing theecognizer at timey, the source node will adjust its maximum
earliest data block from the window when the source nodéze of the coding window t@ blocks, and send out these
has received acknowledgments from all the receivers in theded blocks immediately. When the source node receives
broadcast session. acknowledgments confirming that blocks belonging to this
Fig. 9 shows the basic idea of the coding window at gesture are successfully decoded by all receivers, thesour
source node. At timet;, the coding window grows t®3 node advances its sliding window, and the maximum window
as block5 enters, and then reaches the maximum codirsige is then restored to its original valug Iflocks).
window sizeW (4 blocks in this example) at time,. Note The coding window with inter-session network coding. Un-
that even though blocks and 8 have already been producedortunately, the design of the coding window @estureFlow

[=][=]

(o] [=] (3]
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t4 1 Agesture is recognized. decoded. Instead, a node, in its role as a relay, waits Uil t

source node of a broadcast session advances its own coding
window. The relaying node removes an original block from its
coding windowonly when its sequence number is smaller than
the starting sequence number in a newly received coded block
from the source node of a session. Since the source node only
advances its coding window when all receivers have decoded
an original block, recoding such a block will no longer benefi
any of the receivers.

Coding Window

Original Blocks

Coded Blocks

ACK=6  ACK=8

Fig. 10. The source node adjusts its maximum coding windowdizehen
a gesture is recognized by its gesture recognizer. The numbie circle
indicates the size of the coding window; and the dark cimtiidates that the =~ <—Si—> <Sy> <S> S, =S1>1 Sy =Sz S,
maximum coding window size has been reached. bgl) bgn bgl) bgz) béz) bg?,) bés) b§4) bg) b§1> bgz) b§3) ng) b§4)

1 5] 7 0 8 0

’q’>ooooo1
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becomes more complicated with inter-session network epdir| 1888 L. OUN OSRROR
where a source node of a broadcast session also serves [ 3
relaying node for other sessions. The initial complexitynes
from the computation of the coding window size. Even thougdtig. 11. Removing data blocks from the coding window of a nauéts
a source node also serves as a relay and mixes incomifi§ as a relay (node).
coded blocks from other sessions, these incoming codeéidloc ) ) ) ) o
should not affect the computation of the coding window size. 10_illustrate the design of the coding window with inter-
In other words, the coding window size should still be th&€SSion network coding, in the context of our four-node
number of original blocks that the source node itself h&&ample gl\{g)n in Fig. 7, Fig. 11 shows the coefficient matrix
produced, and the source node will not include new origin@f nNode4. by’ represents an original data blo¢kn the j*
blocks in its coding window if it has reached its maximun®roadcast sessiorfy;. In the left-side matrix in RREF, we
size. observe that node has decoded(ll) and bf), from S; and
As we mix blocks from multiple broadcast sessions, whar respectively, by receiving the first three4 coded blocks, and
is the set of blocks that is to be coded on a node for &€ fourth coefficient row corresponds " from node4
outgoing block to be produced? Of course, if an original datgelf for inter-session network coding. In a newly receive
block is already decoded at a downstream receiver, it sho@@ded block (the coefficients of this block are in the last
not be included in the recoding process. As a result, wiffW), any information related ti" and b* is no longer
inter-session network coding, the coding window at eactenotficluded, which indicates that the coding windows at nade
should selectivelyremove original data blocks within otherand node2 have advanced beyond these original data blocks.
broadcast sessions, if they are no longer useful to all tHeits role as a relay, nodénow removes coefficient rows that
receivers. But how does a node in its role as a relay kndwrrespond to these two blocks (circled by dashed rectapgle
which original block is already decoded at receivers? from its coding window, within which it produces outgoing
The short answer to this question is: the relaying node dogded blocks in the future. .
not know directly, but the source node knows, since recsiver I summary, Algorithm 1 describes tiigestureFlowproto-
sendscumulative acknowledgments the source node of a¢0l using inter-session network coding.
session, acknowledging the latest original block that heenb
decoded. Of course, these acknowledgments are sent directl IV. EXPERIENCES WITHGESTUREFLOW
from a receiver to the source node of a session, and are rnot senwe dedicate this section to investigations of h@es-
to any of the relaying nodes. Nevertheless, after the safrcetureFlow performs in real-world systems. We implemented
a session advances its coding window by removing its earliégusicScore a collaborative music composition application,
original block, all relaying nodes will easily detect such afrom scratch with the iPad Programming SDK, consisting over
advance, as the sequence number of the earliest origingk blg9, 000 lines of code. Users interact wittlusicScoreto com-
is embedded within a coded block. pose music using only multi-touch gesturdusicScoreakes
When should a node remove a block from its codinfull advantage of th&estureFlowframework to stream gesture
window? As a coded block arrives or as an original block isvents among multiple participating users, such that caenso
produced, it adds its coefficient row to the existing coedfiti can enjoy a live collaborative experience. BdttusicScore
matrix, and reduces the new matrix to its RREF. After elimand theGestureFlowframework have been implemented in
nating original data blocks from its own broadcast sesdiah t Objective-C in the Xcode programming environment. Fig. 12
are acknowledged by all receivers, it simply recodes albrow shows a scenario of a liddusicScorecomposition session on
the existing matrix, even if an original data block from dreat the iPad, in which collaboration is achieved usiGgsture-
broadcast session is completely decoded when reducing Hiew.
coefficient matrix to its RREF. The node does not remove theTo minimize the computational load on the iPad, we have
block from its coding window immediately, since doing sancluded an optimized implementation of random network
introduces the risk that subsequent original blocks maybeot coding in the GestureFlowframework. Our implementation

7 ]e Coef. of a Newly Received Coded Block



Algorithm 1 GestureFlowrunning on the source node of3G cellular networks to better capture the performance of

sessions;. GestureFlow Given a type of Internet connectivity (Wi-Fi or
Event: Received a multi-touch event _ » 4 .. 3G), two iPads are connected to the Internet via two differen
1: Encapsulate the new multi-touch event into an orlglnablb,lbl.] , with

proper zero-padding. ISPs, reflecting a more dynamic network condition. We have

2: if the maximum size of the coding window has not been reathed @IS0 implemented a traditional TCP-based streaming pobtoc
3. Included!’ into the coding window named TCP Relay as a baseline for our comparisons. For
4. Increment the size of the coding window fairness, TCP Relayalso transmits data blocks through both
5: end if . . L

Event: Received an ACK from a receiver in the sessi direct TCP link and two-hop relay paths to minimize both
6: Compute the smallest sequence numbéom all ACKs received so far end-to-end delays and delay jitters.

from receivers.

As shown in Fig. 13 and Fig. 14, wh&estureFlows used,

7: Advance the coding window by removing all original bloclea‘drebﬁj) - .
(inclusive). averages of gesture recognizing delays #92.6 msec and
8: Include more buffered original blocks into the coding vemd if any, 253.3 msec for Wi-Fi and 3G users, respectively. In contrast,
until the maximum size of the coding window has been reached. i
9: Recompute the size of the coding window based on the number 'éFP R_elaySUﬁerS from much Ionger gesture reCOQnIZI.ng
original blocks included. _elays. 183.6 msec and48_5.1 msec on average, for Wi-
Event: Received a coded block Fi and 3G users, respectively. The shorter delays achieved
10: Add the coded block to the coding window. ; ;
11: Reduce the coefficient matrix (corresponding to blockshia coding by GestureFlowcan be atiributed to both the adoptlon of

12:

inter-session network coding and a sliding coding window,
specifically designed for gesture streaming. Besides,esinc
devices in cellular networks (3G or EDGE) cannot directly

window) to its RREF using Gauss-Jordan elimination.

if bﬁ,q)(q # j) and earlier blocks can be decodadd b(qgl cannot be
decodedhen ?

13: Decode blocks tilbg,q) (inclusive) - - e
14:  Send ACK containing to the source node o, connect with each other via TCP, due to NAT re_strlctlons,
15: end if they have to connect to the same set of relays with publicly
16: if b{”)(i < p,q # ) is not included in the received coded blatlen  accessible IP/porte(g, dedicated relay servers for users in
g: dR$m°Vi”9 blocks associated wif”’ from the coding window cellular networks) for data exchange. This results in longe
enail . .
Event: The network is ready for a block to be transmitted end-to-end delays between 3G users, as' ShOWI"l in Fig. 14.
19: Produce and transmit a linear combination of all blockshim ¢oding In contrast, UDP-baseGestureFlowcan easily achieve NAT

window with randomly generated coefficients. traversal in cellular networks, and as a result achievetshor

end-to-end delays.

10| Mean=253.3 it
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Fig. 13. CDF of gesture recogniz-Fig. 14. CDF of gesture recognizing

ing delays between Wi-Fi users usingdelays between 3G users usiGgs-
Fig. 12. MusicScorein action: two users are collaboratively composing d>€stureFlowand TCP Relay tureFlowand TCP Relay
musical piece with support from th@estureFlowframework.
Furthermore, we would like to evaluate the performance

L. . . . of GestureFlowin a real-world scenario with four users in
of network coding is able to progressively decode incoming o ~I” broadcast sessions, with one iPad user cotingc

coded blocks using Gauss-Jordan elimination, while taking y o |nternet through campus Wi-Fi, one iPad user using
full advantage of SIMD instructions available in the ARM v7, '

architecture, used by CPUs powering the iPad (all genema)tiothe household Wi-Fi access point, and two iPhone 4S users
’ connecting to the Internet through 3G and EDGE, respewgtivel
and the iPhone (including 3GS, 4 and 4S). T®estureFlow g g pest

imol ion itself ) i ¢ cod Similar to the two-user experiments, these four devices are
Implementation itself contains ovet 000 lines of code. connected to different ISPs and located in different |@oei

in the same city. Table Il summarizes the average gesture
recognizing delays in botBestureFlowand TCP Relaybe-

As our primary QoE metric, we first present measuremeiween each pair of devices, ov&b runs of experiments. It is
results with respect to the gesture recognizing delaysath e clear thatGestureFlowachieves better performance: gesture
run of our experiments, we measure the gesture recognizilegognizing delays ar23 — 52% shorter compared to those in
delay in a collaborative music composition session betwe&@P Relay
a pair of iPads runningMusicScore and the corresponding Next, we evaluate an important design choice adopted in
CDF curve is derived from multiple runs of our experimentssestureFlowthe use of multiple paths between the source and
Our experiments are performed in both Wi-Fi networks arghch receiver to minimize end-to-end delays. Fig. 15 shbess t

A. Performance Analysis



TABLE Il

COMPARISONS OFGESTURERECOGNIZING DELAYS (MSEC) USING by evaluating the difference between the gesture streaming
GESTUREFLOW AND TCP RELAY. bit rate, which is computed as the average of four broadcast

sessions, and the upload bit rate per user, which is defined

f?f;;’%’;';"; Wi-Fi1 | Wi-Fi2 3G EDGE as the average upload bit rate _each user devotes to every

= — 53 T7s | 1027376 | 3057517 broadcast session. As s:hown in Fig. 17, the gap between these
Wi-Ei 2 89/184 - 67/257 | 274/415 two curves becomes wider as the streaming bit rate becomes
3G 2247391 | 188/294 — 364,/493" higher. The reason is that during bursty periods, every user
EDGE 347/487 | 301/428 | 398/519* - has to contribute more bandwidth to upload coded blocks

Note: there is no direct TCP connection between cellulaicgsvdue to  containing blocks from other sessions, which introducesemo

NAT restrictions. Relay paths have been used as a result. bandwidth overhead. Yet, the bandwidth overhead for each

user is less thai kbps in general, which is reasonable. It
is critical to point out that even with overhead considered,
e upload bit rate per user is only ab&ukbps on average,
which is fairly low in streaming systems. This verifies our
design philosophy that bandwidth is not a major concern in
GestureFlow

average percentage of blocks a node receives from relay
nodes in bothGestureFlowand TCP Relayin the four-user
“all-to-all” streaming scenario, along with tf9% confidence
interval. We observe that iGestureFlow Wi-Fi and 3G users
have more thanl0% of the received blocks from relaying
nodes, and up t80% of received blocks are from relaying

nodes for the EDGE user, due to longer network delays ol 20— Touch === Upload |- oo
direct EDGE links. As a result, EDGE users rely more on & 5| op
relay paths that have shorter delays than those direct one % ol A
However, only a small percentage of blocks are observed fror %
relaying nodes inTCP Relay especially for the EDGE user, 5
which indicates that it fails to take full advantage of mpiki 0 * * *
0 50 100 150 200 250 300
paths asGestureFlowdoes. Time (sec)
40 ‘ ‘ 350 f————— Fig. 17. Bandwidth overhead per user.
X 35H GestureFlow E 22 GestureFlow
< 30 /=3 TCP Relay i 300 {3 TCP Relay
E @ 250
&) il 1 E 200
g 20r 1 21 B. User Experience Evaluation
= 15| % 1 8 .
£ 10 , 100 Although our experimental results have so far shown that
o . . . .
@ 5[ - M |-I-| 50 GestureFlowis able to provide a better Quality of Experience
0= WiF 3G EDGE 0 8 10 12 14  for gesture streaming in interactive media applications by
Receiver's Connection Types Number of Nodes providing shorter gesture recognizing delays, it may notge

Fig. 15. The percentage of blocksFig. 16.  The average of gesturefu”y convincing. We are more interested i.n t.he aCtual.fm

frorﬁ reiaying nodes over all receivedrecognizing delays with different net- from real-world users wheiGestureFlowis in use, since it

blocks in GestureFlowand TCP Re- work sizes usingGestureFlowand reflects the Quality of Experience directly. As a result, \egeéh

lay. TCP Relay conducted a series of experiments to capture user feedback.
We invite users to usdlusicScorein a two-user interactive

To investigate the scalability oBestureFlow we further muysic composition session over Wi-Fi hotspots. They are

study the correlation between the gesture recognizingydelgsked to rate gesture recognizing delays they have expeden

and the number of participating users. Note that all pag 3 5-min interactive collaboration session, selectiranfrt

ticipating nodes are Wi-Fi users in this experiment. Showghtegories: 1) delay is too longe., not usable from a user’s

in Fig. 16, as the number of nodes increases, the avera@®spective; 2) delay is long, but still tolerable; 3) sgtigy,
of gesture recognizing delays iBestureFlowvaries mildly pyt with a noticeable delay; 4) excellent.

around 100 ms. We can even observe a slight decrease in
the gesture recognizing delay when the number of nodes ‘ ‘ ‘

large in GestureFlow e.g, 14 nodes, which is due to an 4 = ++ ] 4 @ ]
increased number of relay paths that may provide shorter el

. . o3 + o+ R - 3l o g
to-end delays. In contrast, the average of gesture redogniz £ £
delays inTCP Relayincreases significantly when the systen € > | + o+ {1 xaf o g
scales up, which is mainly due to congested TCP connectic
1F 1 1F o O A

that are overwhelmed by relayed blocks. Such an observat ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
implies that a set of complex relay selection and rate cbont 0 100 200 300 400 0 200 400 600 800
algorithms are required in TCP-based gesture streaming, . Delay (msec) Delay (msec)
opposed to the simpler design of inter-session networmgaleig. 18. User experience ratings ofFig. 19. User experience ratings of

in GestureFlow different gesture recognizing delaysdifferent gesture recognizing delays
We also investigate the bandwidth overheaiestureFlow in MusicScoreusing GestureFlow in MusicScoreusing TCP Relay
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In Fig. 18 and Fig. 19, we show gesture recognizing delaysHaving evaluated the coding window size and its adaptive
of collaborative sessions and their corresponding usee-expdjustment mechanism, we now proceed to observe the actual
rience ratings, wheiGestureFlowand TCP Relayare in use number of blocks to be coded at each node. We plot the CDF
through Wi-Fi connections, respectively. CleaBgstureFlow for the number of original blocks and the number of relayed
is able to garner higher user experience ratings with shortdocks at each node, which are shown in Fig. 22 and Fig. 23,
gesture recognizing delays comparedTi©P Relay Similar respectively. From Fig. 22, we can see tha¥ of time there
trends are also observed with other connection types. Whigeno more tharb original blocks to be coded at a node. This
most Wi-Fi users reported better collaboration experiencimdicates that most of the time there is very little delay extld
when gesture recognizing delays are shorter thi@h msec, in both the encoding and decoding processes, as blocks do
users are observed to be more tolerable to longer delays in 8@& have to wait too long to be transmitted or relayed. The
networks. Our evaluation results show that users tend t® gimderlying reason is th@estureFlowhas very bursty traffic.

a rating of4 even though their experienced delays are aroui@ince users remain idle most of the time, the actual coding
300 msec in 3G networks. This can be explained as usewindow size is naturally reduced. Similarly, Fig. 23 shows
usually expect 3G networks to be slower than Wi-Fi. Validatethat 90% of the coding windows have a size of no more
by both shorter gesture recognizing delays and higher uslean 11 blocks, with an average of aroundl blocks. This
experience ratings, we believe th&estureFlowis able to indicates that, in general, there is only one block or twanfro
achieve a satisfactory Quality of Experience. each broadcast session required to be recoded at the gelayin
node, which justifies the use of inter-session network apdin
By mixing a limited number of coded blocks from multiple
C. Performance of Network Coding sessions together, recoded blocks generated by relayihesno

Since we apply network coding iBestureFlowit is impor- are useful to downstream receivers with high probability.
tant to justify this design choice. Fig. 20 shows the refatiip ~ Another concern when applying network coding is its CPU
between the maximum coding window sié and the gesture l0ad and memory usage, which are mainly introduced by
recognizing delay. We observe that the gesture recogniziff@uss-Jordan elimination in the decoding process. We have
delay increases whel is getting either smaller or larger,measured the CPU load and memory usage over time at an
and reaches its minimum whéfi equals tc8. The underlying iPhone 3GS node, with results shown in Fig. 25. As we can
reason is that wheiV is set to be too small, the sourcesee, the average CPU usage i€/, with peaks corresponding
needs acknowledgments for almost every block to advance fRebursty bit rates in Fig. 17. The dashed line shows the
coding window. Subsequent blocks have to wait a longer tinf@@mory usage over time, which B4% on average. iPad
before they can be coded and transmitted, which increases #gdes have even lower CPU loads as they enjoy a higher
delay, especially in bursty periods. On the other handyif CPU frequency in their Cortex A8 architecture, and the same
is too large, the received coded blocks always contain gpdifiemory usage as the iPhone 3GS (both haye MB of

coefficients for newly coded blocks, which increases thaylelMain memory). As such, the CPU load and memory usage
in the decoding process. of network coding inGestureFloware acceptable.

It is critical to point out that coded blocks in network
coding, either from source nodes or relaying nodes, are con-
sidered useful only when they ali@early independentvith
one another, or else they are regarded as redundant blocks.
The ratio of linear dependence among coded blocks with
different coding window sizéV is also investigated, when
evaluating the performance of network coding. For a specific
L data block, its linear dependence is computed as the pagent

2 4 6 8 10 15 20 .
Maximum Coding Window Size W of linearly dependent blocks over the total number of coded

Fig. 20. The average delays along with% confidence intervals in different
experiment settings.

T
10} Mean=102.6 i

—=

. . . . . . 08|
As an adaptive maximum coding window size adjustme:

mechanism is specifically designed for QoE-aware gestt 3%
streaming, we would also like to verify its effectivenes 04f ‘
through performance evaluation. In Fig. 21, we compare tl 02 f/ | imﬂout I
gesture recognizing delays when the adaptive maximum c¢ o, . ‘

Il
50 100 150 200 8% 10 15 20

ing window size adjustment mechanism is on and off amol Delay (msec)

Wi-Fi users. Clearly, benefited from the shrunk maximum

coding window when gestures are recognized, the averagge 21. A comparison of gestureFig. 22.  CDF of the number of

gesture recognizing delay is reduced frardl.5 msec to recognizing delayg betwedBesture- or_|g|nall blocks to pe coded atanode
Simil It | b d in measurem Flow with and without the adap- with different choices of the maxi-

102.6 msec. 'm' ar results are also o Serlve I u coding window size adjustmentmum coding window sizel{/).

among users with other Internet connection types. mechanism.

Number of Original Blocks
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(1)2 [ ] 10 —— ‘ Ir ' the total link capacity;; expressed in blocks per second, and
sl X 90th percentile | 081~ - giig S ] t_he average packet loss ratej,_where(i,j) € & denotes the
Lo 11 blocks 1 L osH— - :_J ! | link between th_e nodesandj in V. We denote the average
806 1 8 sl i) | percentage of linear dependence among coded blocke.by
05 i ‘ L It is obvious that the gesture recognizing delay depends
04 i 0.2r et - 1 on the average packet loss rate and the percentage of linear
0.3 f e 00 «-g’ TEET—— dependence among coded blocks. To be exact, the e>.<pec_ted
Number of Relayed Blocks Linear Dependence (%) delay observed at each node can be computed by estimating

the average number of blocks that it receives before it can
Fig. 23. CDF of the number of Fig. 24. CDF of linear dependence decode those gestures. LBt be the average delay observed
relayed blocks to be coded at a nodein different settings of the maximum gt node; for receiving a sufficient number of blocks such that
coding window size. . . . .
it can decode gestures in coding windows of all other users.
D; has the form of

20 J— CPlj - l\)lemory ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, i

= D; =d; kP (k).

SO 1= T, BT T T

g 1 k=(N-1)W

T VWYV T VL VA In this equation,k is the number of blocks that node
Shal. o S ' Jo A receives before it can decode the gesturé$k) denotes the
05 = = = s ;;O - 200 probability of decoding these gestures after receivingyxa

Time (sec) blocks; the constant; denotes the average delay for receiving

one block and can be approximated @&s = ﬁ

gi(g.SZdSéVi;r.}e CPU load and memory usage of network coding in aon@h where V_; is the set of nodes iV without noaegf,i elfé,
V_; = V\ {i}. Note thatk includes all coded blocks that
can be either linearly dependent or independent from other
blocks involving the data block. By plotting the CDF of limeap|ocks.
dependence of all coded blocks in our experiment in Fig. 24,Since at mosti¥’ original blocks, including all received
we find out that in90% of them, aroundl5% of blocks are coded blocks from otheN — 1 broadcast sessions, are allowed
linearly dependent, which is an alarmingly high percentag® be coded together to produce a new coded block at each
The percentage of linear dependence is even higher when tldgle, the minimum number of blocks needed for decoding
coding window size is becoming smallerg.,it becomesi8% gestures from all other users equals (¥ — 1)W. That is
whenW = 8. to say, the probability of decoding with fewer blocks than
A high percentage of linear dependence among code® —1)W equalsd. Hence, the probability; (k) of decoding
blocks implies a large portion of redundant blocks, whichestures from all other users with exadtiylocks corresponds
unnecessarily consumes bandwidth. Though we emphasi@ehe probability of forming a full rank system upon recayi
that gesture streams typically incur very low bit rates,ythehe k*" block but not before that. Analytically,
are highly bursty as well. Shown in Fig. 3, the bursty bit E—1
rate reached0 kbps in a session. The bandwidth waste due P;(k) = < )
: . k—(N-1)W
to linearly dependent blocks may escalate with concurrent . )
broadcast sessions. More importantly, a high percentage"\g?erepi_ represents the probability that a useful block arrives
linear dependence may result in longer gesture recognizifign0de:- , , o
delays as nodes have to wait for more useful blocks to decode>'C€ @ block is considered useful if it is not lost due to

a gesture. With QOE awareness, we need to carefully anal%ket erasures and it is Iinear_ly independent t(_)_codeddaloc
and address the challenge of linear dependence. that a node has already received, the probablitycan be
represented by the link capacity, the packet loss rate oh eac

link, as well as the average percentage of linear dependence

) ) among coded blocks. It takes the following form:
A. Analyzing the Effects of Linear Dependence on QoE

In this section, we show theoretical insights on how linear pi = (1~ 1) Zjev*" il W”).
dependence among coded blocks negatively affects thet@uali Zjev—i €ji
of Experience of users by increasing their gesture recagmiz More formally, the probability that a useful block arrives a
delays. each node is defined as the fraction of total useful blocks
We first describe our system model formally. Assume fiiat arrived over its incoming bandwidth capacity.
users participate in a gesture broadcast session. Eachrofish ~ From our analysis, we can see that when the percentage
not only a source that generates gestures, but also a recetfelinear dependence among coded bloéisincreases, the
and a relay of blocks from other sessions. The network figobability p; of a useful block arriving at each node will
modelled as a directed acyclic gragh= (V, £). Vis the set of decrease. This then results in an increase of probaity),
network nodes that represent participating usegs,|V| = N. since M < 0. As a consequence, the average gesture
£ is the set of network links. The links are characterized bxecognimﬁg delayD; observed at each node will increase.

gN_l)W(l — py) VO,

V. THE PROBLEM OFLINEAR DEPENDENCE
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B. Mitigating Linear Dependence coding are still adopted. Note that each node still usesarand

To mitigate the high percentage of linearly dependent Isfoclineéar network coding to generate coding coefficients when
that incur longer gesture recognizing delays, we are iadpir_recodmg received blocks, so that there are no restnctlc_)ns
by systematic Reed-Solomon codes, and propose to genef&gosed on the actual number of coded blocks in the coding
coding coefficients for the original blocks at each node #asgOC€SS.
on the Vandermonde matrix i@estureFlow

With coding coefficients generated by the Vandermonde ) i
matrix, each node codes original blocks first, rather thateso C- Evaluating the Use of the Vandermonde Matrix
coded blocks belonging to its own session from the onset.
These original blocks can be seen as a special case of co " 1

blocks, with coding coefficients as rows in an identity matri | — New /| S — New ||
. s 08 +++ Original 3 T === Original
After coding all original blocks, a node starts to generatd a ool | <
code coded blocks from its own session. In order to co% ' ; ?'éi
k original blocks using arn(n, k) Vandermonde matrix over ~ 04r A 8
a Galois fieldF,, a node is able to generate up to— k o o g
coded blocks, after original blocks are codedGestureFlow 00 =T 5 il ! ‘ =
10 15

a(n—k) x k Vandermonde matri%? [3] of the following form
is used to generate these coded blocks:

Linear Dependence (%)

r1 1 1 1 7 Fig. 26. CDF of linear dependenceFig. 27. Linear dependence with
with the Vandermonde matrix used atdifferent coding window sizes.
1 2 3 R k the source nodedX = 8).
1 22 32 e k2

The effectiveness of using the Vandermonde matrix at the
: : : . : source inGestureFlowis evaluated with additional experi-
1 9n—k—1 gn—k-1 _ _ pn—k—1 ments with MusicScore Fig. 26 shows the comparison of
- - CDFs of linear dependence between the origBastureFlow
Since matrixG is a Vandermonde matrix, it is easy to seéesign and the use of Vandermonde matrix to mitigate linear
that anyk x k submatrix of G has a non-zero determinantdependence. The maximum coding window si¥eis set to
and is nonsingular, and as a result every subset obws be 8. It is clear that thed0*" percentile of linear dependence
of G is guaranteed to be linearly independent. As such, lingarsignificantly reduced by using the new design, fro$fi; to
independence among all original blocks coded from the sour€’%. Since blocks coded using the Vandermonde matrix from
is guaranteed with the use of the Vandermonde matrix. Thethe source are guaranteed to be linearly independent with ea
blocks from the source are always innovative once receiveather, the linear dependence is caused by the recodinggzoce

Compared with random linear codes, one difference of relaying nodes, which is acceptably low. The ratio of ¢éine
using the Vandermonde matrix at the source is that it dependence with different coding window sizes is explored
not rateless With the (n — k) x k Vandermonde matrix in Fig. 27. We can see that the ratio of linear dependence
G, a maximum ofn — k& coded blocks can be coded, inis decreasing as the coding window size increases, and the
addition to the original blocks. In contrast, with a randped ratio with the Vandermonde matrix used at the source is much
generation of code vectors, random network coding is aldenaller than the originagbestureFlowdesign.
to produce a practically infinite number of coded blocks to Since the most critical design objective @estureFlowis
ensure successful decoding with any erasure channel. to satisfy a stringent delay requirement, we compare gestur

In practice, though, this is not a serious limitation irecognizing delays and their standard deviations from tie W
GestureFlow We have shown in Sec. IV-C that the optimaFi 1 User to the other three users by using the new and original
coding window sizeJV, is 8, which implies thatk < 8, and GestureFlowdesigns, respectively, shown in Table V. We
the receiver is able to decode successfully as longlagarly can observe that by using the Vandermonde matrix as coding
independent blocks — original or coded — are received. Singeefficients at the source, average gesture recognizirayslel
W is set to be so small, even if a standard size of the Galaigough different kinds of connections have all been evigien
field ¢ = 256 is used, and Galois field arithmetic is performegeduced. Since the redundancy due to linear dependence is
on GF56) during coding,n can still be chosen to be asmitigated with the Vandermonde matrix at the source, a
large asq — 1 = 255, which means that the code used is geceived block can be used to decode with a higher probabilit
(255, k) code wherés < W. This is indeed a linear code withwhich reduces the decoding delay.
a very low rate, and implies that decoding will be successful
with high probability. In situations where the packet loater TABLE IV
is so high that fewer tha linearly independent blocks are CESTURERECOGNIZING DELAYS (MSEC) AT Wi-Fi 1 USER WITHNEW

. . . . . ESTUREFLOW DESIGN.

received, the session is considered to be terminated.

Other parts of the transport protocol @GestureFlowemain [ =) [[ Wi-Fi2 | 3G [ EDGE ]
the same, in a sense that the cumulative acknowledgments, New (89, 23) (177,87) | (287,168)
progressive decoding, relay paths, and inter-sessiononietw Original || (103,48) | (192,104) | (309,191)
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In summary, our experiments in Sec. IV and Sec. V haand about what the maximum window size is. Receivers are
evaluated our important design decisions madeGesture- more conservative in that they only acknowledge blocks that
Flow, with the objective of reducing gesture recognizingre completely decoded, and in a cumulative fashion.
delays. Our results have confirmed that gesture recognizingrhe performance improvement brought by inter-session
delays are effectively reduced with our proposed protoool hetwork coding has drawn some recent research attention in
GestureFlow and that it scales well when the number ofhe literature. Eryilmazt al. provide a theoretical framework
participating nodes increases. in which a dynamic routing-scheduling-coding strategy is
proposed to decide whether blocks from two sessions should
be coded together at a node [16]. Yagteal. propose to divide
multiple sessions into groups and construct a linear nétwor

With the inception of network coding [4] and randoncoding for each group, with consideration of improving the
network coding [1], [2] in information theory, the topic hassystem’s benefits on bandwidth and throughput [17]. Focused
attracted a substantial amount of research attentionyfical on directed networks with two multicast sessions, Wag
studies [2], [4] have shown that network coding is able tal. discuss various aspects of pairwise inter-session network
maximize information flow rates in multicast sessions iredir coding, including the sufficiency of linear codes and the com
acyclic graphs. In more practical systems, Gkantsitlal. [S], plexity advantages of identifying coding opportunities8][1
[6] have shown that the use of random network coding in pe¢PNC combines inter-session and intra-session network godin
to-peer file sharing systems can reduce the time to downlogdmprove the throughput in lossy wireless environmeng3.[1
files. Annapureddyet al. [7], [8] have evaluated the useln contrast to previous research, the primary objective in
of network coding in experimental peer-to-peer on-demar@estureFlowis to reduce the gesture recognizing delay as a
streaming systems, and have shown that network coding hefsE metric in interactive multimedia applications, whicash
to achieve good performance with respect to the sustainahtst been the focus of study in previous work.
playback rate and system throughput. UUSee, Inc. has suc-
cessfully adopted network coding into its commercial peer- VIl. CONCLUDING REMARKS

assisted on-demand streaming protocol [9]. Different from \ye are firm believers that gestures represent a new paradigm
these applications, the use of network codingsestureFlow ¢, sers to interact with mobile devices, and that social

is specifically designed for streaming low bit-rate traffiomh 54 collaborative aspects of gesture-intensive apptinativill
gesture events, and for ensuring reliable delivery with 10Wsher in an era oftreaming gesture events live, so that
delays. _ applications do not need to design and implement custom-
With respect to the design of transport protocols, RTP [1@)jored solutions. We are intrigued by the very low yet byrs
and RTSP [11] are able to provide one-to-all delivery of daig; rates when streaming gesture events over the Interset, a
with reaI-nmg_properue_s over IP multilcast. Since RTP andhown in a real-world application -MusicScore— that we
RTSP are originally designed for IP unicast, reliable neait ;e developed from scratch to compose music collabolptive
protocols [12], [13] were proposed to improve the perforo®n o mobile devices such as the iPad. Such low streaming bit
of multi-party streaming, by reducing ACK/NAK implosion inates  coupled with the need for guaranteed reliabilityy lo
back traffic and optimizing retransmissions on multicastreh astyre recognizing delays, and multiple concurrent lrastd
nels. In addition, network coding has been incorporated '”Eessions when multiple users are involved, have brought us
existing transport protocols. For example, CodeCasteptes prand new but very practical challenges that need to be
by Parket al. [14], is a network coding based multicast proyqgressed with a new transport solution.
tocol for low-latency multimedia streaming. Sundarara@n  \hile designing theSestureFlowframework, we have tried
al. [15] have proposed a modified acknowledgment mechanisihymper of alternative designs, governed by the principles
to incorporate network coding into TCP, with the objectiVe &jmpjicity and practicality. This paper presents our design of
providing better support to a unicast session. In theirt&miy sing random network coding with multiple paths, allowing
Fhe number of blocks involved in the sende.r’s sliding windowy,, recoding across multiple concurrent sessions. We ihten
is completely controlled by TCP. The receiver acknowledggs present not onlyhow our design inGestureFlowworks,
the degree of freedom of the coefficient matrix of codeg,; 5150 why we have chosen such a design. The use of
blocks received so far. Network coding is used in a separgfgnyork coding has simplified our design and implementation
underlying layer as a rateless erasure code, and is deebupigyiing them more practical. In closing, we are in the hope
from window-based flow control in TCP. _ ~that this paper only represents the first step towards a matur
In comparison GestureFlowis remarkably different. It is framework that facilitates the streaming of gestures, sa th
designed specifically for multiple interactive broadcass-s ,sers interact with one another in a simple and transparent

sions, each involving a stream of gesture events, OVer rgshion to create or consume multimedia content, wherever
ular IP unicast. Acknowledgments BestureFlowserve the they may be around the world.
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