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Abstract—Wireless mesh networks have emerged as a favor-
able infrastructure that promises to unify the existing 802.11
wireless LANs. With multiple orthogonal channels and possibly
multiple interfaces on the mesh nodes, such networks can provide
broadband access for a large number of wireless clients. However,
efficient assignment of channels to the available network interfaces
has long been a daunting task for network designers. Existing
heuristic and theoretical work unanimously focuses on joint design
of channel assignment with the conventional transport/IP/MAC
architecture. In this paper, we show that a new paradigm, network
coding, is able to further increase the capacity of multi-channel
mesh networks. We propose a joint optimization problem that
accounts for routing, channel assignment, and network coding,
and analyze its potential performance gains over the non-coding
schemes. This problem inspires a practical algorithm that natu-
rally combines network coding and routing. We also explore the
benefits of network coding for emerging multi-channel wireless
networks, including 802.16 and 802.11n, and derive the upper
bound for its performance gains over existing channel assignment
protocols.

I. INTRODUCTION

Wireless mesh networks are promising to connect wireless

devices over a wide area, allowing them to share information

with each other and to access the Internet. The backbone of

such networks are formed by access points called mesh routers,

which serve a number of subscribers called mesh clients. The

capacity of mesh networks can be boosted by allowing the

coexistence of multiple orthogonal channels. Recently, it has

also been shown that mounting multiple interfaces on one

802.11 device is feasible, and much more cost-efficient than

increasing the number of access points [1]. Such trends have

triggered a large body of work on designing multi-channel

wireless mesh networks (MC-WMN) with multiple interfaces.

Since the number of orthogonal channels are limited (3

in 802.11b/g and 12 in 802.11a), the key problem for MC-

WMN is to assign appropriate channels to the interfaces on

each mesh node, in order to ensure connectivity of the net-

work, and to reduce the interference between neighboring links

with overlapping channels, thereby maximizing the network

capacity. Most existing work focused on incorporating the

channel/interface design problem into the traditional network

architecture, proposing joint design with routing [2]–[4], with

topology control [5], with MAC protocols [6], [7], as well as

with congestion control [8]. The perspectives of existing prob-

lem formulations include both optimization based theoretical

studies and heuristic based protocol design. However, most of
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Fig. 1. The basic scenario demonstrating the benefits of network coding in
multi-channel multi-interface wireless mesh networks.

them are confined within conventional network protocol stacks.

In this paper, we add a new dimension — network coding

— to the channel assignment problem, and demonstrate the

performance gains of network coding in multi-channel multi-

interface wireless mesh networks. As a preliminary evaluation,

we consider the simplest form of network coding, i.e., coding

over GF(2) [9], [10], which allows intermediate relay nodes

to opportunistically XOR incoming packets heading towards

different next-hops, based on prior knowledge of the decod-

ability at the intended downstream nodes. The encoding nodes

broadcast the coded packets to all downstream nodes, thereby

reducing the number of transmissions compared with traditional

routing. As an intuitive justification of the network coding

potential in MC-WMN, consider the scenario in Fig. 1, where

node A and C intend to exchange packets with each other

through a shared intermediate forwarder B. With traditional

routing, 4 time slots are needed to finish the packet exchange.

Using XOR network coding, 3 slots are needed. When ap-

plying network coding in MC-WMN, however, the amortized

transmission time is only 1 slot since the transmission of new

packets from A and C can overlap with the broadcasting of

previously encoded packets. Although it is possible to achieve

the same performance by assigning orthogonal channels to

all 4 links, this would require node B to be equipped with

4 interfaces, while network coding only needs 3 interfaces.

The saved interface can be assigned another channel and

communicate with other nodes, which further increases the



network capacity.

Inspired by the above scenario, we wonder: how much

benefit can network coding provide in large-scale multi-hop

MC-WMN? In particular, when routing and network coding are

both taken into account, is there an optimal channel assignment

that maximizes the network throughput? It is non-trivial to

answer either of these questions. Although assigning diverse

channels to neighboring nodes implies less interference in

general, it may conversely result in isolated nodes or reduce

coding opportunities due to the loss of the broadcast advantage.

On the other hand, extensive use of the broadcast channel may

cause the channel capacity to be insufficiently utilized, and may

even result in idle interfaces. To tackle this fundamental trade-

off, we formulate an optimization problem that jointly opti-

mizes routing, assignment of channels, and coding (henceforth

referred to as RAC). Since this problem is NP-hard, we design

a simulated annealing [11] based algorithm to approximate the

optimal solution. We show that the optimal throughput with

network coding can be much higher than non-coding schemes.

Even under random channel assignment and using heuristic

routing/coding schemes, the advantages of network coding are

still notable.

The benefits of network coding in MC-WMN can be nat-

urally extended to other state-of-the-art multi-channel net-

works. Specifically, we consider 802.16 [12], which is based

on orthogonal frequency division multiple access (OFDMA),

and 802.11n [13], which is based on multiple-input multiple-

output (MIMO) communications. Our analysis demonstrates

that network coding is able to improve the efficiency of channel

allocation in such networks and increase the data rate. As far

as we know, this is the first paper that explores the advantage

of network coding in such multi-channel wireless networks.

In summary, the main contributions of this paper are as fol-

lows: (1) We formulate the problem of network coding in multi-

channel multi-interface 802.11 mesh networks, and analyze its

performance gains compared with non-coding schemes; (2) We

design a distributed algorithm that improves the performance

of MC-WMN by integrating network coding into traditional

routing and channel assignment schemes; (3) We explore the

implication of network coding in emerging multi-channel wire-

less networks, including 802.16 OFDMA systems and 802.11n

MIMO systems.

The remainder of the paper is organized as follows. In Sec. II,

we present a literature review of related work, including the

channel assignment problems and the application of network

coding to wireless networks. In Sec. III, we formulate the

problem of joint routing, channel assignment, and network

coding as a mixed-integer optimization problem and derive a

heuristic algorithm to solve this problem. The optimal solution

is compared against existing optimization based approaches

to design MC-WMN. Sec. IV presents a practical distributed

protocol that exploits network coding in MC-WMN. Then

we continue to extend the algorithm to other multi-channel

wireless networks and analyze its performance in Sec. V.

Finally, Sec. VI concludes the paper.

II. RELATED WORK

Multi-channel wireless mesh networks have been extensively

explored in literature. Along this line of research, the work

most closely related with ours is the joint routing and chan-

nel assignment scheme aiming at maximizing the aggregate

network throughput when multiple concurrent unicast sessions

are running [2], [5], [7], [14]. Since the problem is NP-

hard in general [15], Alicherry et al. [2] approached it using

a linear programming formulation, and used a centralized

approximation algorithm to derive the feasible solution. Op-

timization based problem formulation has also been adopted

by Das et al. [16]. With the addition of network coding,

however, the problem becomes much more complicated, due

to the inter-dependence between routing, channel assignment

and network coding. Various heuristic algorithms have also

been proposed to design distributed routing protocols that are

promising for practical implementation [3], [4], [7], [15], [17].

These algorithms attempted to take into account the specific

properties of MC-WMNs using new routing metrics. Our work

can be complemented by such algorithms since even simply

augmenting network coding onto any routing protocol for MC-

WMN can boost network performance without any additional

cost (Sec. III).

Network coding has been a promising information theoretic

approach to improve the performance of wireless networks. By

allowing encoding operations on intermediate forwarders, it has

been shown that even the simplest form of network coding, the

XOR (as shown in case 2 of Fig. 1), can considerably improve

the UDP unicast throughput [9], [10]. Katti et al. [10] imple-

mented XOR network coding on an 802.11 single-channel mesh

network, which reduces the number of transmissions by allow-

ing the encoding nodes to broadcast the coded packets, rather

than sending them separately to each downstream. Following

such system implementation, Sengupta et al. [18] formulated an

optimization framework that jointly optimizes routing and XOR

network coding. In particular, they identified several possible

elemental topologies that may create coding opportunities, and

incorporated the coding topologies into a multi-commodity flow

problem. The key message of [18] is that the joint design of

coding and routing, rather than the separate solution in [10],

may significantly enlarge the benefits of network coding. Our

work differs from [18] in that we consider the constraints

imposed by the channel assignment problem, which results in a

mixed-integer programming problem. In addition, we observe

the fundamental trade-off between diversifying the channels of

interfering links and unifying the channels of links that may

create coding opportunities, which has not been explored in

any previous work.

III. THE RAC OPTIMIZATION PROBLEM

In this section, we present the system architecture and

network models that impose constraints on the RAC optimiza-

tion, i.e., the joint routing, channel assignment and network

coding problem in mesh networks. We solve the problem using

simulated annealing, and analyze the performance gains of

network coding over non-coding schemes.



Fig. 2. The infrastructure of multi-channel multi-interface wireless mesh
networks.

A. System Models

Wireless mesh networks typically consist of a static back-

bone and a number of mobile clients. The backbone includes

gateways that can directly access the Internet, and mesh routers

that serve as intermediate forwarders for each other and for the

mesh clients. This paper mainly focuses on the scenarios where

mesh routers and gateways are legacy 802.11a/b/g access points

equipped with a diverse number of interfaces, as shown in

Fig. 2. To fully utilize the available radio resources, the number

of channels must not be fewer than the maximum number of

interfaces mounted on a mesh node.

In particular, we are concerned with the unicast transmissions

between any two nodes in the static backbone network (the

interior of the rectangular region in Fig. 2). Due to the channel

switching delay, it is infeasible to switch the interface from one

channel to another on a per-packet basis [19]. Therefore, we

adopt a fixed channel assignment, i.e., the channels assigned

to each interface on each node are fixed at the flow level. We

further assume the set of unicast pairs remains stable over a

large time-scale, and thus allowing for time to re-assign the

channels to all interfaces when the flow structure changes.

B. Problem Formulation

Given a set of traffic demands, the foci of the RAC problem

is to maximize the aggregate throughput, subject to coding con-

straints, routing constraints, MAC layer scheduling constraints,

and the channel/interface constraints. Before modeling each of

these constraints, we list the relevant variables and notations in

Table. I.

The optimization objective. One simple objective function is

to maximize the total throughput of all concurrent sessions,

i.e.: max
∑

s λs. However, such an optimization objective may

unfairly allocate more bandwidth to the sessions that tend to

have higher throughput, while those less competitive sessions

might be starved. In view of this, we adopt an objective that

satisfies the same proportion of the throughput demanded by

each session:

max γ (1)

subject to: λs = γ · ds,∀s ∈ ξ. (2)

TABLE I
LIST OF VARIABLES AND NOTATIONS

V The set of nodes in the target network

E The set of directed links in the network

G(V, E) The topology graph formed by all nodes and edges

ξ The set of unicast sessions

ω The set of non-overlapping channels

λs The end-to-end throughput of the unicast session s

(i, j) The directed link (edge) with transmitter i and receiver j

Uc
(i,k)

(s) The flow rate of session s routed over link (i, k)

through channel c

bc
jik

(s, s′) The rate of the traffic that is coded on node i and

broadcasted to node j and k, which are the next-hops
for session s and s′, respectively.

Mc
i The total rate of traffic belonging to channel c,

which interferes node i, or is transmitted/received by i

Cc The capacity of channel c

I(i) The set of nodes interfering with node i

Bc
i The amount of traffic that belongs to channel c

and that is sent or received by node i

Nc
i The number of interfaces on node i tuned to channel c

Ri The number of interfaces on node i

α(i) The number of unassigned interfaces on node i

c ∈ i Channel c is used by node i

c ∈ (i, j) Channel c is used by edge (i, j)

where ds denotes the traffic demand of session s and γ is the

throughput for routing all sessions’ demands.

The coding constraint. In general, the XOR coding opportu-

nities exist in two types of scenarios: the information exchange

paradigm and the opportunistic listening paradigm. In both

paradigms, the encoding node is the shared relay for different

sessions. An XOR encoding happens only if the encoding

node estimates that the corresponding next-hops have all but

one of the packets that are encoded, and the missing one is

exactly what each next-hop is intended to obtain by decoding.

Specifically, in the former case, each next-hop decodes the

encoded packet by XORing it with a packet that it previously

sent and cached, which is best illustrated in case 3 of Fig. 1. In

the latter case, the encoded packet is XORed with a packet that

the next-hop has overheard (Fig. 3). In a multichannel system,

the overhearing opportunities are scarce, since neighboring

nodes tend to use orthogonal frequency bands unless they

serve for the same session. Therefore, we only formulate the

information exchange paradigm in this paper. The quantitative

study of the opportunistic listening paradigm is left as future

work.

Assume two consecutive links (j, i) and (i, k) belong to one

of the paths for session s, and links (k, i) and (i, j) belong to

one of the paths for session s′, then a coding opportunity can

be created at node i by XORing packets from both sessions,

and then broadcasting the coded packets to i and k. It is

straightforward to see that the encoding and broadcasting rate

at node i is limited by the minimum incoming rate of the two

sessions, flowing through (j, i) and (k, i), respectively. Thus

we have:

bc
jik(s, s′) ≤

∑

q∈ω

Uq

(k,i)(s
′),∀s ∈ ξ, s′ ∈ ξ, (j, i) ∈ E,

(k, i) ∈ E, c ∈ ω (3)

In addition, the broadcast is symmetric, thus:

bc
jik(s, s′) = bc

kij(s
′, s) (4)
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The routing constraint. The routing constraint requires flow

conservation at the intermediate forwarders for each session,

except the corresponding source and destination nodes, i.e.,
∑

s′∈ξ

∑

j,k

∑

c∈ω

bc
jik(s, s′) +

∑

k

∑

c∈ω

U c
(i,k)(s)

−[
∑

s′∈ξ

∑

j,k

∑

c∈ω

bc
jki(s, s

′) +
∑

k

∑

c∈ω

U c
(k,i)(s)] = πi(s),

∀i ∈ V, s ∈ ξ, (j, i) ∈ E, (i, k) ∈ E, (k, i) ∈ E (5)

where U c
(k,i)(s) ≥ 0, and

πi(s) =







λs if i = Ss,
−λs if i = Ts,
0 otherwise.

For intermediate forwarders, the incoming/outgoing flows

may either be unicast flows, or broadcast flows originating

from encoding nodes. Note that the above constraint allows

for multipath routing. For single-path routing, the flow of a

session on a specific link is either 0 or equal to the throughput

of the session, i.e., ∀s ∈ ξ, (k, i) ∈ E,
∑

s′∈ξ

∑

j

∑

c∈ω bc
jki(s, s

′) +
∑

k

∑

c U c
(k,i)(s)

λs

∈ {0, 1} (6)

The scheduling constraint. The scheduling constraint models

the interference among competing nodes belonging to the same

channel. For single-channel unicast MAC protocols, it is known

that a sufficient condition for scheduling is [2], [20]:

fij +
∑

(k,l)fkl ≤ C

where fij denotes the flow rate on link (i, j), and (k, l) is

an arbitrary link that interferes with (i, j). C is the channel

capacity that is shared by (i, j) and (k, l). For the case with

network coding, both the unicast and broadcast flows have to

be taken into account. Specifically, we adopt a receiver based

interference model:

0.5
∑

s∈ξ

∑

s′∈ξ

∑

(j,k)

bc
jik(s, s′) + 0.5

∑

m∈I(i)

∑

s∈ξ

∑

s′∈ξ

∑

j,k

bc
jmk(s, s′)

+
∑

s∈ξ

∑

k

U c
(i,k)(s) +

∑

m∈I(i)

∑

s∈ξ

∑

k

U c
(m,k)(s) ≤ Cc,∀c ∈ ω,

i ∈ V, (j, i) ∈ E, (j,m) ∈ E, (i, k) ∈ E, (m, k) ∈ E, (7)

Note that due to the symmetric constraint (4), the rate bc
jik(s, s′)

has to be halved to avoid repeated count. It is shown that such

a sufficient condition may result in a constant approximation

to a feasible network flow problem [20]. In any case, this does

not compromise our results, as we evaluate the performance

gain of the RAC problem over conventional schemes using the

same ideal scheduling model.

The channel/interface constraint. Since the number of inter-

faces on each node are limited, the number of different channels

used by a node must be less than or equal to the number of

available interfaces, i.e.,
∑

c∈ωN c
i ≤ Ri, N

c
i ∈ {0, 1},∀i ∈ V (8)

In addition, we have to relate the number of different channels

with the properties of the flows associated with each node.

Observe that the total amount of incoming and outgoing traffic

of node i and channel c is:

Bc
i = 0.5

∑

s∈ξ

∑

s′∈ξ

∑

j,k

bc
jik(s, s′) + 0.5

∑

s∈ξ

∑

s′∈ξ

∑

(k,j)

bc
ikj(s, s

′)

+
∑

s∈ξ

∑

k

U c
(i,k)(s) (9)

This amount of traffic must not exceed the capacity of channel

c. Moreover, if it is non-zero, then node i must be using channel

c. Therefore,

Bc
i

Cc

≤ N c
i , N c

i ∈ {0, 1},∀i ∈ V, c ∈ ω (10)

Putting everything together. Consequently, the problem of

joint routing, channel assignment and network coding becomes

a mixed-integer linear program, with the objective of (1),

subject to constraint (2), (3), (4), (5), (7), (8), (10), plus the

non-negative constraint for all variables. This is a mixed-integer

program and is NP-hard in general [15]. Thus only small scale

problems like the scenario in Fig. 1 can be solved using legacy

optimization package. To evaluate the coding aware channel

assignment for large networks, we propose the use of simulated

annealing [11] to approximate the optimal solution.

C. Simulated Annealing Based Solution

Simulated annealing has proven be able to approximate the

global optimum of a function that is constrained within a search

space with a large number of dimensions. The basic idea is

to iteratively search for a better solution, while occasionally

accepting less favorable solutions to avoid trapping into a local

optimum. In what follows, we provide more details on its

application to the RAC solution.

1) Iterative update: In simulated annealing, each feasible

variable set is called a configuration. The algorithm first creates

an initial configuration, and then iteratively updates the solution

by producing neighboring configurations based on the current

configuration. To solve an combinatorial optimization problem

using simulated annealing, the key step is to design appropriate

initialization and update algorithms. In our problem, the initial

condition is generated using Algorithm 1, which minimizes

the diversity of channels in order to maximize network connec-

tivity. Note that when searching for coding opportunities, each

node has to inspect all sessions that are routed through it, iden-

tify the pairs that form the information exchange paradigm, and

choose the one that maximizes the broadcast rate. Following the

initial configuration, neighboring configurations are iteratively

generated subject to all the constraints in the RAC problem.

Each neighboring configuration should have the potential (but

not always) to achieve a better objective than the current one.

To achieve this, we use the heuristic in Algorithm 2. When

generating a new configuration, the algorithm favors those



Algorithm 1 Initialization for the simulated annealing based

optimization

1. for all i ∈ V do

2. for all interface ǫ on node i do

3. Assign ǫ-th channel to interface ǫ
4. end for

5. end for

6. for all session s ∈ ξ do

7. Find all paths from Ss to Ts with the hop-count metric

8. end for

9. for all i ∈ V do

10. Identify coding opportunities by inspecting the previous

and next-hop of existing flows

11. end for

12. repeat

13. Augment ∆ unit of flow on each path

14. until All channels along all paths are satiated

edges with high utility ratio in current configuration. The utility

ratio implies how important an edge is with respect to the

overall network performance. Edges that are heavily used, and

are subject to intensive interferences should be put to a higher

priority, and be assigned diverse channels. The remaining edges

have higher probability of using existing assigned channels on

the interfaces of their head/tails. Specifically, we define the

utility ratio of edge (i, j) as:

Uij = χij · ηij + Uij(0) (11)

where ηij denotes the number of sessions that are routed

through edge (i, j) in current configuration. χij is the inter-

ference intensity of the edge in current configuration, defined

as the maximum normalized traffic through all nodes that may

interfere with the transmission on (i, j), i.e.,

χij = max
k∈I(j)

M c
k

Cc

, c ∈ (i, j) (12)

Uij(0) denotes the utility ratio of edge (i, j) after the initial

configuration. Before the initial configuration, all utility ratios

are set to 0. Note that the definition of utility ratio essentially

takes coding into account, since the benefit of XOR coding lies

in reducing the interferences among neighboring edges with

shared channels.

The annealing process. Given the initialization algorithm

and the neighbor generation algorithm, the simulated annealing

algorithm attempts to search for the optimal solution in an

iterative manner. In each iteration, the algorithm generates

a new configuration and determines whether it should be

accepted. If it achieves a better objective value, then the new

configuration is accepted and is set as current. Otherwise the

new configuration replaces the current one with probability p.

To ensure asymptotical approximation to the optimal value, the

acceptance probability p is chosen as [11]:

p = e
λ(Ci)−λ(C)

τ (13)

where λ(x) denotes the aggregate network throughput under

configuration x; τ is the temperature, a control parameter that

Algorithm 2 Generate a neighboring configuration from the

current one

1. Sort all edges according to their utility ratio

2. for all (i, j) from highest utility to lowest utility do

3. Assign a channel to (i, j) using the randomized channel

assignment scheme in Algorithm 3

4. end for

5. for all session s ∈ ξ do

6. Find all paths from Ss to Ts, with the hop-count metric.

7. end for

8. for all i ∈ V do

9. Search for coding opportunities.

10. end for

11. repeat

12. for all session s ∈ ξ do

13. Augment ∆ unit of flow on each path

14. end for

15. until the channels along all paths are satiated

Algorithm 3 Randomized channel assignment

1. for all i ∈ V do

2. if α(i) ≥ 1 and α(k) ≥ 1 then

3. randomly select a channel c for (i, k), c ∈ ω, c /∈
i, c /∈ k

4. else if α(i) < 1 and α(k) < 1 then

5. if i and k already have shared channels then

6. randomly select a shared channel for (i, k)
7. else

8. remove (i, k) from G(V,E)
9. end if

10. else if α(i) < 1 and α(k) ≥ 1 then

11. randomly select c ∈ i and assign it to (i, k)
12. else

13. randomly select c ∈ k and assign it to (i, k)
14. end if

15. end for

regulates the diminishing of the acceptance probability for

non-favorable configurations. τ is initialized to τ0 (a value

larger than the expected λ) and multiply-decreased in each

iteration, so that the acceptance probability approximates zero

as the annealing algorithm approximates the optimal solution.

In summary, the annealing algorithm for the RAC problem is

described in Algorithm 4. Note the algorithm involves another

two control parameters, θ and Tm. θ is the multiply-decrease

factor used to update the temperature τ . The empirical value

of θ is between 0.85 and 1. Tm is the minimum temperature

that dictates the termination of the algorithm.

D. Performance Evaluation

In this section, we compare the performance of the above

joint routing, channel assignment and coding scheme with

the non-coding schemes. Specifically, we compare with the

centralized optimization algorithm in [2] (referred to as the

ABL algorithm), which attempts to achieve optimal throughput



Algorithm 4 The simulated anneal algorithm for the RAC

problem

1. Generate the initial configuration I using Algorithm 1.

C = I
2. repeat

3. i = i + 1.

4. Generate a new configuration Ci.

5. if (λ(Ci) > λ(C)) then

6. C = Ci

7. else if p(Ci) > random[0, 1) then

8. C = Ci

9. end if

10. τ = θ · τ
11. until τ < Tm
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Fig. 4. The mesh network topology used for evaluation. Two nodes are
connected with a line if they falls in the transmission range of each other,
no matter if they are sharing the same channel.

by jointly optimize routing and channel assignment. The ABL

algorithm approximates the optimal throughput using a relax-

ation of the original joint optimization problem. Here we only

compare with the original unrelaxed problem, which imposes

an upper bound on ABL. We use simulated annealing to solve

the unrelaxed mixed-integer problem, in a similar manner to

RAC, except that network coding is never applied.

We adopt a random mesh topology consisting of 50 nodes

(Fig. 4) for evaluation. Each node is equipped with a random

number of interfaces, ranging from 1 to 3. The performance

metric is the aggregate network throughput (normalized by

capacity), as a function of the number of concurrent sessions

with randomly selected source-destination pairs. For simplicity,

we assume the capacity of all channels are the same.

First of all, we demonstrate the convergence of the simulated

anneal algorithm in a typical scenario, with 3 orthogonal

channels and 20 unicast sessions (Fig. 5). Initially, the algorithm

keeps oscillating, attempting to walk out of local optimums.

As the temperature is reduced, it gradually approximates a

stable solution. The convergence speed depends on the control

parameters. Our empirical settings for the parameters are:

θ = 0.87, Tm = 10−3; τ0 is set to ten times of the total capacity

of all channels.

We then vary the number of concurrent sessions, and run the
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simulated annealing algorithm for RAC and ABL, respectively.

We plot the results in Fig. 6. Since the advantage of network

coding comes with no additional cost, the RAC consistently

performs better than ABL. The aggregate throughput of RAC

can be 21% higher than ABL, with an average of 11%.

Beside ABL, we also illustrate a heuristic that simply searches

for coding opportunities in the optimal ABL flows (denoted

ABL+XOR). Without the joint optimization of coding and

channel assignment, this scheme results in lower aggregate

throughput than RAC, although it indeed improves upon the

non-coding scheme.

The total number of available channels also has a large

impact on the aggregate network throughput, for both RAC and

ABL. In Fig. 7, we fix the traffic demand to 80 sessions and

vary the number of channels. We observe that the throughput

has a steep increase in the beginning. However, it does not

improve further with the addition of more channels. This is

because adding excessive channels reduces the number of paths

for each session, and may even result in network partition.

IV. CODING DIRECTED ROUTING

So far, we have analyzed the optimal performance of the

joint routing, channel assignment, and network coding scheme,

computed by centralized optimization algorithms. In this sec-

tion, we design and evaluate a practical algorithm that integrate

network coding into existing routing and channel assignment

schemes for MC-WMNs, which is called Coding Directed

Routing (CDR).

The pioneering work, COPE [10], has implemented XOR

coding, but only based on prescribed routes. The theoretical

study in [18] has established the potential advantage of jointly

optimizing routing and coding. However, the optimization
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problem therein is NP-hard in general, and only small-scale

instances can be centrally solved.

Algorithm 5 The Coding Directed Routing (CDR) algorithm

1. Step1: Run the route discovery procedure.

2. Step2: Re-routing.

3. current = Ss

4. loop

5. Add current to Path

6. if current == Ts then

7. return

8. end if

9. if current has Ts in its potential next-hop then

10. Add Ts to Path
11. return

12. end if

13. for all i in D(current) do

14. for all j in D(i) do

15. if (current, i, j) has a coding opportunity with an

existing session then

16. Add (current, i, j) as a new coding opportunity

17. end if

18. end for

19. end for

20. Search for the coding opportunity (current, i, j) with the

smallest dist(j) (distance to the destination).

21. if dist(j) − dist(shortest-next-hop) < 2 then

22. next-hop = i, next-two-hop = j, current = j
23. Add next-hop to Path

24. else

25. next-hop = shortest-next-hop, current = next-hop

26. end if

27. end loop

As a contrast, CDR is a distributed algorithm that jointly

considers routing and network coding. Instead of finding the

next-hop as in conventional single-path routing schemes, CDR

selects the next two hops, taking into account the possible

coding opportunities that are created owning to the selection.

Specifically, CDR involves two steps. The first step involves a

route discovery phase similar to traditional routing algorithms

(e.g., the link-quality aware ETX routing scheme [21]), where

each node finds its distance to the destination. After that, the

source node transmits a probing packet to all its neighbors. A
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Fig. 9. The performance of CDR with 3 channels.

neighbor continues forwarding the probe if it is closer to the

destination than its predecessor. Such neighbors are called the

potential next-hops of their predecessor, denoted as D(i) for

predecessor i. The second step is a re-routing process, which

is the key of CDR. In particular, the source node searches for

a coding aware path by inspecting the coding opportunities

in potential next-hops and the corresponding next-two-hops.

The triple (current, next-hop, next-two-hop) with a coding

opportunity on next-hop, and with the shortest distance to the

destination will be eventually chosen. To avoid deviating too

long from the shortest path, a next-two-hop is chosen only if its

distance is no more than two hops compared with the next-two-

hop node on the shortest path (called shortest-next-two-hop).

We formally describe CDR in Algorithm 5.

Note that during the re-routing phase, the routes of existing

sessions remain the same, thus the algorithm can be integrated

with existing distributed and real-time route-discovery schemes.

In addition, although CDR adopts hop-count distance as the

path metric, it can naturally extends to other metrics such as

link-quality based metric [21]. In these cases, the threshold

for determining the deviation (currently set to 2 hops as in

Algorithm 5) should be estimated as two times of the average

link-distance along the shortest path. Also note that the above

description is based on the single-channel case, but can be

easily extended to a multi-channel network with prescribed

channel assignment.

To evaluate the performance of CDR, we compare it with

the COPE scheme, as well as the traditional shortest-path

routing scheme. We simulated CDR and COPE under the

network models described in Sec. III, i.e., the routing, MAC,

channel/interface, and coding models. Fig. 8 plots the aggregate

network throughput of the above schemes, as a function of

the number of concurrent sessions under the single-channel

constraint. Although CDR is essentially a greedy algorithm that

tries to locally maximize the coding opportunities, it achieves

up to 12% throughput gain over COPE, and up to 40% gain

over traditional routing. The best performance is seen when



a large number of sessions are running concurrently. This

is because CDR promises to reduce interferences, especially

when the network is highly congested. For the multi-channel

case, we compare CDR with COPE under an arbitrary channel

assignment scheme. Specifically, we assume nodes in the net-

work are equipped with 1 to 3 interfaces, and 3 channels are

used concurrently. We use the randomized channel assignment

scheme in Algorithm 3 and evaluate the throughput when

different number of concurrent sessions are running. For each

set of sessions, the algorithm is repeated for 50 times. The

averaged results are shown in Fig. 9. Our observation is that

with diversified channels, less coding opportunities are seen,

and the maximal performance gain over traditional routing is

reduced to 21%. For the same reason, the gain over COPE

becomes marginal. We remark that the performance of CDR for

the multi-channel case can be improved by incorporating the

channel-aware routing metric (see, e.g., [22]), instead of the

hop-count metric. Development of the channel-aware metric

is complementary to our work and is omitted due to space

constraint.

V. EXTENSION TO OTHER MULTI-CHANNEL NETWORKS

Beside the legacy 802.11 based multi-channel mesh infras-

tructure, network coding can be incorporated into other state-

of-the-art multi-channel wireless networks. In this section, we

investigate the scenarios where network coding can be applied

to boost the capacity of 802.16 and 802.11n wireless networks,

and analyze the potential performance gains over existing

schemes.

A. Coding Aware Channel Assignment in 802.16 OFDMA

networks

The IEEE 802.16 standard [12] proposes infrastructure sup-

port to mobile wireless devices for last-mile Internet access. It

is built atop the OFDMA (Orthogonal Frequency Division Mul-

tiple Access) physical layer. With OFDMA, the prescribed fre-

quency band is divided into multiple orthogonal sub-channels

(up to 2048 in the 802.16 standard). Each mobile client is

allocated a number of sub-channels by the base station. The

maximum link layer throughput of a client is proportional to

the number of sub-channels allocated to it, as well as the PHY

capacity of each sub-channel.

To understand the benefits of network coding in 802.16

OFDMA systems, consider the scenario in Fig. 10, where two

mobile clients are exchanging information with each other.

Traditional channel assignment schemes attempt to assign

orthogonal set of sub-channels to the two uplinks and two

down-links [12]. When network coding is taken into account,

however, the uplink packets can be XORed and broadcast to

both clients, which decodes the information in a similar manner

to the information exchange paradigm in Fig. 1. Consequently,

the two downlinks can be assigned the same set of sub-

channels, saving one set of sub-channels to serve for other

clients.

The channel-saving advantage of network coding is even

more promising for large-scale scenarios where several hun-
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Fig. 11. The application of network coding to 802.11n MIMO systems.

dreds clients are subscribed to the base station. In an ideal

case where every client is interested in exchanging information

with another one via the base station, it is straightforward

that to achieve the same capacity, the current 802.16 standard

requires 4
3 times more channels than coding aware channel

assignment. With the same number of sub-channels, the coding

aware channel assignment is able to achieve 4
3 higher data rate

than the current standard. In other words, the performance gain

of network coding can be up to 4
3 when compared with the

traditional scheme.

B. Application to 802.11n MIMO networks

IEEE 802.11n [13] is a recently developed standard that

extends the well established 802.11a/b/g WLAN specification

by adding MIMO (multiple-input multiple-output). Using mul-

tiple antennas, MIMO can achieve two separate objectives

via different physical layer coding schemes. The first is in-

terference suppression. With multiple antennas, the receiver

is able to isolate and decode multiple packet streams from

different sources, as long as the total number of transmitting

antennas is less than or equal to the total number of receiver

antennas [23]. With this capability, MIMO can essentially be

abstracted as a multi-channel system, although in reality all

the antennas are using the same frequency band. The second

objective is SINR improvement, which increases link capacity

by combining multiple copies of the same signal from multiple

antennas. Existing protocols achieve either objectives under

different scenarios [23], [24]. In this section, we show that

network coding can naturally combine both objectives and

further improve the network capacity.

We consider a practical scenario where the base station in the

WLAN is equipped with multiple antennas, while the mobile

clients are portable wireless devices with a single antenna.

And again, we consider the case when two clients cannot

communicate directly, but intend to exchange information with

each other through the base station, as shown in Fig. 11. With

the interference suppression advantage, client A and client B
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are able to transmit concurrently, without any collisions. Since

both clients are single-antenna receivers, the base station can

only forward packets to one of them each time. However, using

two antennas concurrently (the SINR improvement advantage),

the base station can provide a downlink rate that is much higher

than the uplink rate. Without loss of generality, we assume the

three nodes are using the same transmission power, and the

uplink SINR is ρ. Then the average downlink capacity is given

by [23]: Cd ≈ log2(1+k·ρ), where k is the number of antennas

at the base station (2 in our case). The uplink capacity is given

by: Cu ≈ log2(1 + ρ). To exchange one unit of information,

the required transmission time is:

1
1

Cu

+ 2
Cd

(14)

In contrast, when using network coding, the packets from

client A and client B are coded and broadcast, thus the required

transmission time is:
1

1
Cu

+ 1
Cd

(15)

The capacity improvement is:
1

Cu

+ 2
Cd

1
Cu

+ 1
Cd

= 1 +
1

log2(1+k·ρ)
log2(1+ρ) + 1

(16)

It is straightforward to see that as the SINR approximate

infinity, the performance gain of network coding is bounded

by 1.5. For realistic SINR values in 802.11n systems and 2

antennas on the base station, the gain ranges from 1.3 to 1.48

(Fig. 12), which is still notable.

VI. CONCLUSION

In this paper, we analyzed the performance gains of network

coding in multi-channel wireless networks. For the case of

traditional 802.11 mesh networks with multiple interfaces, we

derived the potential throughput gain when routing, channel

assignment and network coding are jointly optimized. We

then design a decentralized algorithm that naturally combines

network coding with traditional routing, under arbitrary channel

assignment schemes. In addition, we identified the potential

scenarios where network coding can boost the capacity of

emerging multi-channel networks, including 802.16 OFDMA

and 802.11n MIMO based systems, and analyzed the perfor-

mance bounds of network coding in such systems. As future

work, one interesting problem would be to investigate more

complex coding schemes, such as the randomized network cod-

ing over GF(28), and XOR coding with opportunistic listening.

We are also planning to investigate the benefits of network

coding in multi-hop OFDMA and MIMO networks.
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