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Abstract—The use of network coding has been shown to improve
throughput in input-queued multicast switches, but not without gt
costs of computational complexity and delays. In this paper, cam ><
we investigate the design of efficient online network coding 1(‘421;2_>
algorithms in a switch with multicast traffic. We present Haste, an Fenps
online opportunistic coding algorithm designed to streamline the Smffitghing
computation when network coding is involved in a network switch e
with multicast traffic. Haste enjoys the advantage of incurring
no decoding delays, which reduces packet delays compared with _ o ) ) ) o
existing network coding algorithms on switches. We have con- FlgCi 1. Networtk codlEgtmaImulélcast switch (epresents coding coefficients,
ducted extensive simulations to show the efficiency daste, and " P represents !Jac € .pay 0ads). ) ] ]
implemented an emulation framework to emulate input-queued Switches dealing with a very high volume of traffic at high
switches using asynchronous network sockets. Our emulation sustainable rates. In the Cisco Catalyst 6500 series, fonple,
framework is able to process actual UDP traffic usingHaste with  the switching throughput can be as large as 720 Gbps [5].
online network coding, and to show convincing evidence thdilaste : : ST e
is suitable for practical use, and is beneficial in multicast switches. Qon3|der the linear way of em;odm@, B Zi Ci * Pi» wheren
is the number of packets arriving in a unit of time. Every byte
needs at least multiplications on a finite field. Even if there
_ ~ is only 0.1% traffic needed to be encoded, andis chosen

Network coding [1] has recently been proposed in inpufo be a very small number such as 10 (even though a larger
queued (IQ) switches to improve the throughput of multicagf is desirable in terms of throughput), the switch requires at
(2], [3]- Traditionally, it was shown that [4] 10@ throughput |east billions of multiplications per second just for enizad In
cannot be achieved in IQ switches withougeedufthe ability general, the additional buffering, delay, and computatiuat

to receive more packets within the same time for output portgre necessary for network coding to be deployed in switches
which needs to be implemented in hardware by adding extfay not be easily justifiable or practical.

switching fabric. It has been shown that network coding ieab |n this paper, we proposélaste a practical design of
to effectively substitute the speedup in the switch [2], [3]  opportunistic coding for a multicast switchasteis designed
Despite its proven theoretical superiority, network cgdi® to mitigate or overcome the challenges when conventional
certainly not a panacea. Would it be practical to use lineaetwork coding is used. It only uses XOR operations for
network coding in a typical switch in lieu of extra switchingencoding and decoding, incurring an extremely low compu-
fabric? It would certainly be good news if that is the caseational complexity. Further, packets sent are always ehae
but Fig. 1 has clearly illustrated some challenges whengusibe immediately decodable, resulting in zero decoding delay
network coding in a switch. Although all three output ports To show the efficiency oflaste we have not only conducted
receive two packets, none of these packets can be sent ougxiensive simulations, but also implemented an emulation
the switch, since they have not been decoded yet. They havdrégnework using cross-platform asynchronous sockets rigkyo
be stored in the output buffer waiting for another coded ptickhe OS kernel, in order to emulate IQ switches with network
in order to successfully decode. Consequently, a conditieracoding. Our experiments will show thataste performs much
amount of delay is incurred. In contrast, in a switch withouetter than the existing algorithms, achieving higheraltgout
network coding, packets arriving at the output ports can la@éd lower packet delays.
immediately sent out without the buffering delay needed for The remainder of the paper is organized as follows. Sec. Il
decoding. In addition, since packets are used for encodiimgroduces the preliminaries of online network coding in a
and decoding, they cannot be dropped from either the inputlticast switch. In Sec. lll, we present the designHzste
or the output buffers. This requires a larger buffering céfga in the switch. Sec. IV analyzes the performance of Haste,
operating at line speed. compared with conventional network coding. Sec. V presents
To make matters worse, network coding requires a substantar simulation and emulation experiments. Finally, Sec. VI
amount of computation, which is unacceptable for core h#@er concludes this paper.
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" by all output ports, the entire batch is purged from the buffe

” ‘ A and a new batch starts to be processed. A loss of throughput
is incurred, but relatively small when the batch size iséarg
- ey o s The encoding algorithm in Hastepportunistic codinghas
F P2 been studied in the case of wireless networks [7]. Howewer, n
(@) (b) © (d) similar algorithms have been designed specifically for oetw
Fig. 2. Network coding improves the rate of multicast flows invtsh: ~Switches, which are very different from wireless networks.
(a)-(c): the use of network coding; (d) the enhanced condiieph. wireless networks, there is interference, so senders chn on
[1. PRELIMINARIES AND RELATED WORK keep the status of the receivers with feedback. In contsaste

all input ports and output ports are within the same switch,
ut ports know which output ports would receive packets.
nsequently, their conclusions are significantly diffiere

An M x N 1Q switch consists of\/ input ports andV output in
ports. One input port is allowed to send the same multic g
packet to several output ports at one time, but differenkgizsc
cannot be sent simultaneously. One output port can onlyveece  Il1l. HASTE: AN OPPORTUNISTICCODING APPROACH

one packet at the same time. Haste employs opportunistic coding with binary operations

Fanout Splitting is allowed in the multicast switch, suchtth (XOR) 0n|y_ The basic idea of opportunistic Coding isto dwa
one multicast packet can be sent to part of its destinatiots potransmit a packet such that can be immediately decoded by
With (2% — 1) fanout splitting sets in totali2™ — 1) virtual || output ports received. In this section, we describe thtee
output queues (VOQs) are used to support multicast trafim fr design of Haste, showing how to utilize online informationia
each input port [6]. The Cisco Catalyst 6000 [5] is one of thROR operations to improve a switch.
real-world switches using VOQs. With network coding, VOQs The design of Haste consists of four parsheduling en-
are not restricted to be FIFO. coding decoding andbuffer managemenWe use the concept

Considering fixed-size packets only, network coding isf time-slot to describe how Haste works during four stages o
proved [2] to improve the multicast throughput of an IQne time-slot.
switch. Fig. 2(a)—(c) have shown an example given in [2] Scheduling: At the beginning of each time-slat compute
how network coding works. Conventionally, packet and P2 a maximum weighted stable set in the enhanced conflict graph,
cannot transmit simultaneously in one time slot. If we have the same as the MWSS algorithm in [2]. The weight for
reserve an output port for traffic from input 2, at least 4slre  each subflow is the number of undecoded packets in the
needed to serve these packets. When network coding is usgffresponding VOQ. We us§(t) to denote the subflow set
it can be finished in 3 time slots. chosen at time, and the corresponding flow set igt).

The Enhanced conflict grapf?] is derived for the example, Because the maximum weighted stable set problem is NP-
shown in Fig. 2(d). In this graph, a node denotes eitherhard [8], we adopt an approximation algorithm similar to wha
subflow a part of a multicast flow that goes to a particulahas been proposed in [9]. With respect to scheduling, Haste
output port, or a unicast flow. Subflows or unicast flows thaandomly computes a stable set at timmecompares it to the
cannot be served simultaneously are in conflict with eachrotistable setS(¢ — 1), and chooses the one with a larger weight
with an edge drawn in the enhanced conflict graph connectiagS(t). F'(t) can be easily obtained by(t).
the corresponding nodes. For examgté,and A are in conflict, Encoding: The encoding scheme runs on every flgwe
as well asA and B. With network coding, any stable set of ther'(¢) at timet¢ after S(¢) and F'(¢) are computed by scheduling.
enhanced conflict graph can be served at the same time, soABsume thatF = {ej,es,...,e,} are packets stored in the
throughput is improved. VOQ for the flow f. If there exists a packetc E such thate

Extending this example to the general case, Sundararafes not yet been decoded by any subflang() S(t), transfer
et al. [2] have proposed the Maximum Weighted Stable Séte original packet at¢ for flow f. Otherwise, randomly pick
(MWSS) algorithm. In every time-slot, the MWSS algorithnmone packek; in the VOQ. Lete = ¢;. Then check all packets
first computes a maximum weighted stable set of the enhanegd= E in a random order unti¢ is innovative to all subflows
conflict graph using virtual backlogs of the flow in terms aéthe f (1 S(¢). If e@e; is decodable for output ports gf( S(t),
degree of freedom as the weight. For every flow in the choskt e = e @ e¢;. A packete is decodable for an output port, if
set, the algorithm then computes a linear combination of @t most one of packets involved in encodiaghas not been
packets in the input buffer of the flow up to the current timelecoded by the output yet. Transfer the coded paclt: for
such that the linear combination is innovative to all chosdlow f.
output ports of the flow. It finally transmits the computed Decoding: Whenever an output po®; receives a packet,
linear combinations as the encoded packets to output pdttglecodes immediately. Assume that the packet received is
of all subflows in the stable set. Since it is not guaranteed= e; & es & ... & e,,. According to the encoding scheme,
that output ports can decode often enough, the Finite Horize is decodable folO;, nhamely at most one of the packets in
MWSS algorithm is proposed in [2] to address this deficiendy,, ez, ..., e} has not yet been decoded lgy;. If all of
using a coding window of a smaller size, such that packets dhe packets have already been decodeid, not innovative to
processed in batches. When a batch of packets finishes dgcodip, in which case it should simply be dropped. Otherwise,



e; € {e1,ea,...,en} has not yet been decoded I8y, and Theorem 1:For anM x 3 switch, zero delay is achievable

all other packets {ej,es,...,e,} have been decoded. Therby an online algorithm using XOR operations only.

e; can be decoded; = e®e1 @ ... De;1Pe 1 PD... Den. Proof: We label the packets according to their arrival time.
Whenever a packet has been decoded, it is sent out of the swiféh consider one multicast flow of three subflows only, because
immediately. However, it might still be stored in the outpubther cases can be easily extended. There are three cases whe
buffer for decoding other packets. sending packets at time one, two or three subflows are chosen

Buffer Management: Buffer management in Haste involvesto transmit. When only one subflow is chosen, transmit the
the management of both the input and the output buffers. earliest undecoded packet of that flow. When two subflows are

We manage VOQs for input ports. A packet arriving at achosen, assume;,p; are the earliest arrival but undecoded
input port is stored at the end of corresponding VOQ accordipackets of the two subflows, respectively. One of the three
to its destinations. When a packet at the front of a VOQ fsacketsp;, p;,p; ¢ p; can deliver innovative information to
decoded by all its destinations, it is removed from the VOQboth output ports. When three subflows are chosen, assume

A key issue for input buffer management is to prevent;, p;,p; are the earliest arrival but undecoded packets of the
starvation, since packets are not sent in order in HasteteHahree subflows respectively, and< j < k. Because of the
thus employs a FIFO batch strategy, such that only packethedule of the other two cases, has not been decoded by
in the first L positions in the VOQs can be processed in thall three output ports. Transmit, in this case. In general, it
encoding algorithm, wherd. is the batch size. In addition, is always possible to transmit innovative packets in alb¢hr
packets are only removed from the front of VOQs, so itfe cases, thus incurring zero delay. ]
packet is always transferred before tfiel- L)*" packet. This ~ We now extend the analysis with the knowledge of a full
strategy may lead to a loss of throughput, but largely reslucechedule.S, which can clear all backlogs by conventional
the random accessible buffering demand, resulting in adowsetwork coding. In this case, zero delay can be achieved in
cost, as well as speeding up coding and scheduling. Packeta iswitch of nho more thad output ports by XOR operations
the rest of VOQs conform to a FIFO policy. only.

We manage virtual input queues (VIQs) at the output for Theorem 2:For anM x4 switch, zero delay is achievable by
decoding. Decoded packets are stored in VIQs until thermalgi an algorithm using XOR operations only, with the knowledge
packet has been removed from the VOQs. We assume that dfe full schedulesS.

VIQs have the knowledge of packet removals in VOQs. Proof: A new schedule can be constructed based ars-

The buffer management strategy ensures that the sizeiragf XOR operations only, which incurs no delay. We can divide
a VIQ Lo can be no larger thad, the maximum number the time space into several part8, ¢1), (t1,t2),. .., (tn-1,tn)
of packets that can be processed in a VOQ. We do not usgh that no packets are partially decoded in the given sided
alternative packet removal schemes in Haste to reduce zke it time ¢;. In each time interval, rearrange the schedule such
of the VOQ@s, such as drop-when-seen [10], since these schethat 3 or 4 subflows of one flow are always chosen befare
are not able to maintain the size of the VIQs, which might groar 2 subflows chosen. Then, no delay would occur using XOR
in an unbounded fashion with the same batch size. operations only. ]

One final note about Haste is that we do not need to applyFor general cases with more than 4 output ports, binary
network coding on packets belonging to unicast flows. Whenoperations are not sufficient to construct a zero-delayrilgo.
unicast flow is chosen in the stable set by the Haste schedulis a result, a loss of throughput is incurred. Thereforerethe
algorithm, simply transfer the packet at the front of its VOQ exists a throughput gap between Haste and the ideal network
coding algorithm.

However, the baseline MWSS algorithm mentioned in Sec. II
Haste is superior to the conventional algorithm in tWehight result in an infinitely large decoding delay. The enyplo
aspects: packet delays and computational complexity. Ve Whent of batches also incurs a loss of throughput, as well as

first analyze the maximum gain in the switch achieved by usiggnsiderable decoding delays. In addition, both throutlapd

XOR operations only. We will then show the considerable gafcoding delay increase with the batch size. Further compar
between Haste and the conventional algorithm with resgecti§ons of delay will be shown in Sec. V.

the computational complexity.

IV. ANALYSIS: A COMPARISON

B. Computational complexity

} ) . ] Haste employs XOR operations only, so we can measure the
Compared with conventional network coding, which hagomputational complexity by the number of operations ndede

to wait for receiving enough packets to decode, Haste j$e following theorem analyzes the computational compyexi

superior in that it eliminates the decoding delay. Themsforof decoding a residue flow by output ports.

the only additional packet delay Haste might experienc@8s t  Theorem 3:Let U (i) be the number of packets not decoded

transmission of redundant packets. In this section, we mmeaspy output portO;, E be the total number of packets in the

the delay by the number of packets received that cannot &f’rresponding VOQ. The upper bound of the number of XOR
decoded immediately. In the online situation, only usingRKO DEE—U®)—1)
e

N
. _ _ _ ; - U(
operations can achieve zero delay in &inx 3 switch. operations for decoding all packetsgsjl

A. Packet delays
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Fig. 3. Delays and computational complexity in thex 8 switch.

Proof: U (i) implies the number of packets that have not The packet delay is the time from a packet arriving at the
been decoded by outp@®;, so E — U(4) is the number of input port till when it is decoded at the output port, meadure
packets already decoded ¥ but still required for decoding. in time-slots. The computational complexity is measured by
Thus, decoding thé'" packet requires at mo#t—U(i)+k—1 the total XOR operations for Haste and linear operations for
XOR operations. There ar& (i) packets in total. Therefore, conventional network coding. We coutt linear operations
the operations needed Igy; is i)(E’U(“*E’”. The sum of when L packets are involved in encoding, antf linear

)(2E U1 g operations when a batch @f packets is decoded.
We simulate ar8 x 8 switch with two kinds of flows. The
These upper bounds are actually not achlevable by Hadiest one is a multicast flow from one input port to all output
because Haste can prevent too many redundant packets fpmrts. The second one includes 7 unicast flows from the other 7
being involved in encoding. We have searched all possésilit input ports respectively, to 7 different output ports. Toad of
of scheduling and encoding by simulation, and found thal flows is 0.5a. Packets arrive at input ports according to an
following empirical formula of the largest number of XORIi.i.d. Bernoulli process for each flow independently in D@0
operations required by the optimal encoding scheme in ttime-slots. After 10,000 time-slots, the simulator finislvehen
worst scheduling case: all backlogs are sent out. We run each algorithm 1000 times
and obtain the average results. In the algorithm with no agtw
coding, we employ a randomized modification of [4]. In the
conventional algorithm, a batch consists of a fixed number of
packets, except packets in the VOQ are fewer than the number.
T, is the number of XOR operations used for decoding. Fig. 3 illustrates the simulation results. Although thiaffic
WhenN < M, we can decompos&/ = m; +mz+...+my, pattern does not benefit from offline algorithms, it benefibsrf
while m; < max{N,2} for anyi = 1,2,...,k. We can the online algorithm, due to the lack of the randomized anlin
calculateTy, by usingN andm;. Ty = max}_; Ty, schedule. There are always performance gaps between &g thr
According to the analysis, even in the worst case, decodiafforithms. Since the delay is measured in time-slots, éhayd
one packet requires fewer than one XOR operation on averaggin is small. However, note that due to the high computation
Compared with decoding, the encoding complexity is smallefomplexity, a time-slot in the conventional algorithm midie
since encoding once can serve multiple output ports. much larger than in Haste. We will show this considerable
The conventional algorithm is well known for its large caglinimpact made by time complexity using emulation in the next
complexity. Assume that is the number of packets in a batchsubsection. In addition, the delay drops with an increaghef
the complexity isO(L) for encoding and)(L?) for decoding batch size, which implies that transmission delays makegeia
per packet. In addition, conventional network coding usesal impact on the overall delay.
operations including additions and multiplications on egéa
finite field, which cost much more than XOR operations.  B. Emulation
Compared with conventional network coding, Haste reducesit js hard to measure throughput in the simulation because it
the coding complexity fromO(L?) to O(1), largely speeding s time-slot based, while computational complexity canbet
up the coding process with simple binary operations. ignored. In this subsection, we build an emulation framdwor
to measure the achievable throughput.
i . We emulate al6 x 16 1Q switch in our framework, using
A. Simulation asynchronous sockets beyond the OS kernel to process actual
In this subsection, we conduct extensive experiments te cobdDP traffic. Therefore, our implementation is highly effitig
pare Haste with no network coding and conventional netwovkithout redundant thread dispatching or scheduling. Thiechw
coding in both aspects of packet delays and computatiomateives packets of 1 KB from 16 different ports, and theresto
complexity for coding. the packets in the input buffer. Every input port has a buffer

XOR operations of all output ports a@j

0 : N<2o0orM<2
T, = N -1 : N>3andM =2 (1)
NM-1) : N>M>2

V. PERFORMANCEEVALUATION
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EMULATT"SELSI,EC'ENAR,OS prove the throughput, the conventional network coding algo
Flow ID | mulficast| __nput | __oufput | Toad ri_thm failed in_two practical_ aspects: large packet delayd a
A 2 x 3 switch high computational complexity. We have proposed Hastechvhi
1 yes 1 1,23 o only uses XOR operations in an opportunistic coding faskion
213/4 no A EXE S?Nitch 12l 0.5a streamline encoding and decoding. We have not only analyzed
1 yes 1 12,...8 o the maximum gain that XOR operations can achieve in a switch,
2/3/.../8 no 273778 | 1/2/...]7 a but also conducted extensive experiments with both sinomst
9/10/.../15 no 1 1/2/.../7 | ja and packet-based emulations. In all scenarios, Hasterpesfo
T yesA 16 < 16 i"‘”t"h R consistently well, compared with existing algorithms. We a
373/.../16 "o 3737716 [ 1/2/... /15 | @ convinced that the design of Haste constitutes one majpr ste
17/18/.../31 no 1 1/2/.../15 | i« closer towards practical implementations of network cgdim
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