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Abstract

One of the main characteristics of wireless ad hoc net-
works is their node-centric broadcast nature of communi-
cation, leading to interferences and spatial contention be-
tween adjacent wireless links. Due to such interferences,
pessimistic concerns have been recently raised with respect
to the decreasing network capacity in wireless ad hoc net-
works when the number of nodes scales to several orders
of magnitude higher. In this paper, we argue that in all
cases of end-to-end data communications — including one-
to-k unicast and multicast data dissemination as well ask-
to-one data aggregation — the maximum achievable end-
to-end data throughput (measured on the sources) heavily
depends on the strategy of arranging the the topology of
transmission between sources and destinations, as well as
possible per-node operations such as coding. An optimal
strategy achieves better end-to-end throughput than an ar-
bitrary one. We present theoretical studies and critical in-
sights with respect to how these strategies may be designed
so that end-to-end throughput may be increased.

1 Introduction

Wireless ad hoc networks consist of untethered nodes
that communicate with each other over multiple wireless
hops, with participating nodes collaboratively forwarding
ongoing traffic. Though both use multiple hops to relay
traffic, data communication in wireless ad hoc networks is
inherently different from wireline networks. Wireline net-
works arelink-centric: each link connects two network in-
terfaces and there is no interference between any two inde-
pendent links. In comparison, wireless ad hoc networks are
node-centric:data communications are broadcast in nature.
Data packets transmitted are broadcast by the source to all
its neighboring nodes, such that communication links ex-
ist between any pairs of nodes that are within transmission
range of each other.

With respect to contention, compared with wireline net-

works where flows contend only at the packet router with
other simultaneous flows through the same router (con-
tention in thetime domain), the broadcasting characteristics
of medium access control protocols in wireless networks
show that, flows also compete for shared channel bandwidth
if they are within the transmission ranges of each other (con-
tention in thespatial domain). This is further exacerbated
by the use of control packets (RTS/CTS) to solve the hid-
den and exposed terminal problems, leading to interference
wheneither the sourceor the destination of two single-hop
flows are in the same transmission range.

On the brighter side, we note that the broadcast nature
of wireless ad hoc networks may be of assistance in the
multicastscenario that, originating from the same source,
multiple data flows to their respective destinations transmit
identical data. In this case, data only needs to be transmitted
once by local broadcasts. This is identified as thewireless
advantage[1] when studying efficient construction of mul-
ticast trees in ad hoc networks.

The interference model of wireless ad hoc networks has
raised pessimistic concerns about the scalability of the net-
work with respect to thenetwork capacity[2, 3, 4, 5].
The conclusion was that, under the assumption of ide-
alized scheduling algorithms, uniformly distributed nodes
and randomized traffic patterns, the available network ca-
pacity does not scale well when the total number of nodes
in a wireless ad hoc network scales to several orders of mag-
nitude higher. In fact, for a network ofn nodes, the achiev-
able end-to-end throughput available to each node is only
roughly O(1/

√
n) (or more precisely, for a network with

uniformly random node placement and random traffic pat-
terns,O(1/

√
n log n) [2]).

In this paper, we propose to revisit the problem of end-
to-end throughput and approach the issue from a different
perspective. Rather than analyzing the achievable through-
put in an ad hoc network with idealized assumptions such as
random traffic patterns and uniformly distributed nodes, we
show that it is more practical and important toincrease the
end-to-end throughputavailable to a multi-hop session con-
necting a set of sources and destinations in an application,



from its baseline determined by previous analytical studies.
From this point of view, previous work [3] has proposed the
idea of localizing traffic, so that most of the flows use very
few hops to reach the destination. Since it is up to the appli-
cations to determine source-destination pairs, such a goalof
localizing traffic is beyond the scope of network-level algo-
rithms. In our work, we believe that the maximum achiev-
able end-to-end throughput heavily depends on the strategy
of (1) arranging thenetwork topologybetween the sources
and destinations, including theend-to-end pathsthat traffic
may follow; and (2) activating per-node algorithms such as
network coding [6, 7, 8, 9] for assistance. A carefully deter-
mined optimal strategy achieves better end-to-end through-
put than an arbitrary strategy.

The remainder of the paper is organized as follows. Pre-
liminaries are presented in Sec. 2. Sec. 3 discusses the case
of data dissemination, including both unicast and multicast
cases. Sec. 4 presents the case of data aggregation. Sec. 5
and 6 discuss related work and conclude the paper.

2 Preliminaries

We model a wireless ad hoc network as a collection
of homogeneous wireless nodes deployed within a two-
dimensional geographical territory. Each node is equipped
with an omni-directional antenna, where both the transmis-
sion range and the interference range isR. The single-hop
wireless channel capacity isC. Data packets are relayed
from the source nodes to the destination nodes via interme-
diate nodes in a multi-hop fashion. Local packet delivery
is achieved by broadcasting at the MAC layer. Assuming
each multi-hop data flow consists of multiple single-hop
segments of flows (hereafter referred to assubflows), we
adopt the flow contention model presented in previous work
[10, 11]: two single-hop subflows of a multi-hop flow inter-
fere with each other if and only ifeither the sourceor the
destination of both flows are within the single-hop transmis-
sion range. Further, we focus on multi-hop flows that tra-
verse more than two hops, thus consisting of more than two
subflows, since these multi-hop flows exhibit spatial con-
tention even among its own subflows.

We assume ideal MAC layer scheduling during the anal-
ysis of achievable throughput. We also assume that each
source-destination connection is equally important, and
should enjoy the same throughput.

A flow is the transmission of the same data along a route,
which can be divided into multiple single-hop subflows.
Two nodes are1-hop awayif they are not within transmis-
sion range of each other. Two routes are1-hop awayif be-
side the end nodes, each node on one route is 1-hop away
from any node on the other route. We allow the end nodes
to be identical. The concept is illustrated with an example
in Fig. 1.

(a) Two routes that are 1-hop away. 
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(b) Two routes that are not 1-hop away. 
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Figure 1. The concept of “1-hop away”.

When we study the achievable throughputr, we focus
on source-end throughput, i.e., the throughput measured
collectively at the sources. Our fairness rule requires that
each source-destination connection has the same through-
put. This implies that, during a given time period, the time
that a source transfers data for each of the sessions orig-
inating from this source is identical for all sessions, and
at all sources. Therefore, we can analyze the achievable
throughput by examining the smallest timeT it takes to
schedule the subflows without interference, such that each
source transmits data for each of its sessions for the same
amount of time,t0, and all these data are successfully trans-
mitted to the corresponding destinations. LetS be the set
of sources, andti be the amount of time sourcei is sched-
uled to transmit during the scheduling periodT , we have
r = C · ∑

i∈S
ti/T .

Henceforth in this paper, we label links with numerical
weights, such that each weight is equal to the total time
all the subflows at the corresponding link are scheduled to
transmit during the scheduling periodT . To facilitate pre-
sentation, we scale time such thatt0 = 1 second.

Intuitively, the achievable throughput depends on the
level of contention among subflows. The more intense the
contention is, the lower throughput may be achieved. We
proceed to introduce the concept of amaximum contention
clique, which is used to characterize the above intuition in a
following theorem. The proved theorem will be used in our
analysis throughout the remainder of this paper.

A contention cliqueis a set of links such that any two
links within the set interfere with each other. The size of
a contention clique is the summation of all the weights on
its links. The contention clique with the maximum size is
called themaximum contention clique (mcc), its size de-
noted as|mcc|.
Theorem 2.1. For a transmission network consisting of
one or more sessions, the achievable throughputr ≤
C

∑
i∈S

ti/|mcc|; equality holds if the transmission topol-
ogy is a forest.

Proof: We only give a sketched proof here due to space
limitations. Sincer = C

∑
i∈S

ti/T , we need to show that
T ≥ |mcc| always holds, andT = |mcc| if the underly-



ing topology is a forest,i.e., there are no cycles in it. It
is immediate thatT ≥ |mcc|. Furthermore, when the un-
derlying topology is a forest, we can extend a schedule of
time |mcc| on links in themcc to all links without using a
longer scheduling period. In fact, extending the schedule
to all links on the same tree as themcc is sufficient. This
can be achieved by scheduling links not in themccone at
a time, in a breadth-first order,i.e., first consider links that
are neighbors of themcc, then links that are at 1-hop dis-
tance from themcc, etc. At each step, upon scheduling
link i, links that are already scheduled and interfere with
i form a contention clique together withi — the correct-
ness of this claim crucially depends on the property that the
underlying network has no cycles and that links are consid-
ered in breadth-first order. Since the size of this contention
clique is no larger than|mcc|, we will be able to fiti into
the schedule, which is of length|mcc|, without introducing
contention with links already scheduled. Therefore, the ex-
tension can proceed smoothly, and eventually we obtain a
schedule of all links without interference using time|mcc|.
We conclude thatT = |mcc| in this case.⊓⊔

3 Data dissemination

Data dissemination refers to the form of data transmis-
sion where information is being propagated from one source
to one or more destinations within the network. Both uni-
cast and multicast belong to this category. In a unicast ses-
sion, data is transmitted from a single source to a single des-
tination; in a multicast session, identical data is transmitted
from one source to multiple destinations. In this section,
we examine mechanisms that may be used to increase the
throughput of unicast and multicast sessions, including (1)
1-hop away multi-path; and (2) network coding.

3.1 Unicast

Consider a single route that serves a multi-hop unicast
session. In wireline networks, if all links have capacityC
and there is no background traffic, the throughput of the
unicast session is able to achieveC as well, since all links
along the route can be active concurrently. In comparison,
in wireless ad hoc networks where all radios have capacity
C, even in the absence of background traffic, the achievable
session throughputr is only C/3, since themcchas size3,
as shown in Fig. 2. The underlying intuition is that, due to
intra-route spatial contention, only one out of every three
links can be transmitting at a given time, and the radio at
the source is sending data during one third of the time.

The above example shows that one route is not sufficient
to effectively utilize the available channel capacity at the
source. We argue that multi-path routing can be employed
to break through theC/3 bound, by taking advantage of the
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|mcc| = 3 
(each link has weight 1)

Figure 2. Achievable throughput of a single
route is C/3.

wireless advantage(the broadcasting nature) at the source.
As we will show, two routes may bring the throughput for a
1-to-1 unicast session up to2C/3, and adding more routes
may achieve a throughput as high as5C/6. Existing re-
search [12, 13, 14] on wireless multi-path routing has been
focusing on load balancing and fault tolerance, as it has
been the case in wireline networks. To achieve these two
goals, the set of routes being chosen are usually required to
be disjoint, where two routes do not share a common node
beside the end nodes, or partially disjoint, which is a weaker
requirement that allows two routes to intersect at some inter-
mediate nodes. However, intense contention may still exist
among links from disjoint or partially disjoint routes. We
argue that in order to reduce inter-route interference, and
therefore achieve a higher session throughput, the transmis-
sion routes need to be 1-hop away.

Fig. 3 shows examples where two 1-hop away routes are
used to transmit data between one pair of source and des-
tination. In cases where the total number of hops on both
routes is a multiple of3, all subflows can be scheduled with-
out interference in3 equal-length phases,a, b andc. There-
fore the achievable throughputr = C

∑
i∈S

ti/T = 2C/3.
In cases where the total number of subflows is not a multiple
of three, it takes 4 phases to schedule all of them, achiev-
ing a throughput ofC/2. Assuming the number of hops on
a route is a uniformly distributed random variable, the ex-
pected throughput is then2

3
C · 1

3
+ 1

2
C · 2

3
= 5C/9, which

is a66.7% improvement over the achievable throughput in
the single route case.
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(a) number of subflows is multiple of 
 3, achievable throughput is 2C/3. 

(b) number of subflows isn't multiple 
 of 3, achievable throughput is C/2. 
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Figure 3. Two 1-hop away routes can achieve
2C/3 or C/2.

If we further increase the number of 1-hop away routes,
the achievable throughput can be further increased, with de-
creasing amounts of improvement. When three routes are



used, it takes4 or 5 phases to schedule all the subflows, and
r is 3C/4 or 3C/5. Similarly, for four routes,r is 4C/5 or
4C/6. This pattern of improvement stops when the number
of routes is beyond five, because a wireless node can have at
most five 1-hop away neighbors, as shown in Fig. 4. There-
fore the throughput of a single unicast session is bounded
by 5C/6.

(a) Five 1-hop away neighbors.



(b) Six 1-hop away neighbors: impossible.

Figure 4. Upper bound on the number of 1-
hop away neighbors.

In cases where a source has data to transmit to multi-
ple unicast destinations, 1-hop away multi-path routing may
also be applied to increase the achievable throughput. The
underlying topology of 1-hop away multi-path from one
source to multiple destinations is a tree. Themcccan al-
ways be identified around the source, and|mcc| = k + 1,
wherek is the number of routes used. Therefore, by our the-
orem, the achievable throughputr = C

∑
i∈S

ti/|mcc| =
kC/(k + 1), for k ≤ 5. Fig. 5 shows the case wherek = 3.
When k > 5, again the achievable throughput is always
5C/6 due to the bound on the number of 1-hop away neigh-
bors around the source.
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(each link has weight 1)

Figure 5. 1-to- k unicast can achieve a
throughput of kC/(k + 1) at the sender, for
k ≤ 5.

Essentially, the above approachinterleavesunicast ses-
sions that would otherwise need to be transmitted sequen-
tially, without using the multi-path strategy at the source.
As we have shown, this can utilize the radio capacity at the
source more efficiently, and consequently reduces both the
transmission time for all the unicast sessions as a whole and
the average completion time for each single session.

3.2 Multicast

As previously noted, we focus on source-end through-
put. In a multicast session, this translates to the throughput

at the single source, though each data packet being multi-
casted is received by multiple destinations. Similar to the
case of a single unicast session, the achievable throughput
of a single multicast session is also bounded byC/3. The
strategy of using 1-hop away multi-paths can be extended
to include multicast sessions. In the scenario where a single
source has multiple concurrent unicast and multicast data
to transmit, the throughput may be increased by activating
1-hop away routes to reach the respective destinations, sim-
ilar to the previously discussed cases with multiple unicast
destinations.

Further, we discuss the effects of branching points in the
multicast tree on throughput. In a multicast session, identi-
cal data is transmitted to each receiver. Incoming packets at
a branching node are merely replicated into multiple copies
and relayed further. Therefore, the strategy of branching
early and maintaining multiple 1-hop away branches will
not increase the throughput of a multicast session compared
to the strategy of branching late, since the multiple routes
are only used to transmit redundant data in early branching.
This leads to a waste of bandwidth rather than an improve-
ment of throughput. As shown in the example in Fig. 6(b),
if we branch immediately at the source, and then transmit-
ting (identical) data to the two destinations along two 1-
hop away routes, a throughput ofC/3 can be achieved. In
comparison, branching at the last hop (shown in Fig. 6(a))
achievesC/3 as well, and consumes only approximately
half of the bandwidth as that of early branching.

(a) late branching achieves C/3 (b) early branching achieves C/3

b



(c) late branching with double route achieves 2C/5
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Figure 6. (a) Late branching; (b) early branch-
ing; and (c) late branching with two 1-hop
away routes.

In the case of late branching, if we use multiple 1-hop
away routes to “strengthen” the longer routes before late
branching, the session throughput may be increased. In the
example of Fig. 6(c), if the sender transmits (independent)
data along two 1-hop away routes to the node that broad-
casts it to the destinations, we may prove thatr can be in-
creased to2C/5: it is possible to transmitC·(1 second) data



from the source to each destination within a scheduling pe-
riod consisting of five phases,a – e, each of length0.5 sec-
ond. Therefore,r ≥ 2C/5. Furthermore, themcchas size
2.5, which implies thatr ≤ 2C/5. Thereforer = 2C/5.

Network coding

It is not always possible for a source to find 1-hop away
routes, especially for multicast, since a multicast tree usu-
ally spans a broader range around the source. Furthermore,
since the secondary routes may not be as short as the pri-
mary route, 1-hop away multipath routing pays a price in
network bandwidth. We examine a different mechanism,
network coding, proposed in the area of information theory
for multicast sessions in wireline networks [6, 7]. As op-
posed to multi-path routing, network coding does not usu-
ally lead to a transmission network that spans a larger ge-
ographical range; also, it usually consumes less bandwidth
rather than more.

Network coding is a strategy to increase end-to-end
throughput, in which bits of data are not merely treated as
“atoms” that may only be replicated and forwarded in in-
termediate nodes; rather, data may be coded before being
forwarded further. Coded data may be decoded by a down-
stream or destination node, based on its knowledge of the
coding strategy.

Fig. 7(a), an example taken from pervious work ([6]),
shows how coding facilitates the increase of throughput in
a 1-to-2 multicast session in wireline networks. The ses-
sion achieves a throughput of2C (assuming each link has
capacityC), which is impossible with data forwarding and
replication only.

However, it isnot as advantageous to apply coding in
ad hoc networks, especially for small and dense ones. This
is due to the different contention model used for wireless
transmissions. First, applying coding always involves a
more complicated cyclic transmission topology, since cod-
ing yields no improvement on trees. Second, applying cod-
ing also involves non-identical data flows, and certain nodes
must transmit different data flows along different outgoing
links. Compared with the case where data is transmitted
along a multicast tree without coding, both facts above lead
to more intense spatial contention in wireless ad hoc net-
works. We emphasize again that, according to thewireless
advantage, outgoing subflows at the same node in a multi-
cast tree do not contend with each other.

Consider the same multicast session as in the previ-
ous wireline example, but in wireless ad hoc networks. If
the same coding strategy is used, the size ofmcc is 3, as
shown in Fig. 7(b). Therefore, the achievable throughput is
bounded byC/3. In comparison, it is easy to verify that, a
straightforward multicast tree without coding using routes
S-A-R1 and S-B-R2 is able to achieve a throughput of
C/2. In this example, the disadvantage of spatial contention
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Figure 7. The effects of coding in (a) dense
and (b) sparse wireless ad hoc networks.

in wireless networks overshadows the advantage of coding.

Nevertheless, we observe that, the advantage of coding
to increase throughput can outweigh the disadvantage in-
troduced by spatial contention if (1) the transmission net-
work is large and sparse; or (2) spatially nearby multicast
sessions exist concurrently. If the transmission network is
large and sparse, spatial contention is not intense. A sparse
transmission network can have|mcc| as small as 4, while
the |mcc| of a multi-hop multicast tree is3. The difference
is much less than the case of a small and dense transmission
network. Fig. 7(c) shows such an example. The topology
is similar to that in (b), and each link in (b) is replaced by
a multi-hop route (shown as a dashed line). For this mul-
ticast session, It may be easily verified that the achievable
throughput without coding isC/3; with coding, it can be as
high asC/2.

In the case where multiple spatially nearby multicast ses-
sions exist simultaneously, throughput of the straightfor-
ward multicast tree approach (without coding) drops dra-
matically due to inter-tree spatial contention. In com-
parison, we have non-identical flows being transmitted on
a cyclic transmission network “automatically”, coding no
longer comes with a price. Therefore, it is more likely that
coding may facilitate the increase of throughput.
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(a) Two multicast sessions. (b) Without coding, |mcc| = 6,
   r is bounded by 2C/6 = C/3.

(c) With coding, |mcc| = 4,
   r is bounded by 2C/4 = C/2.
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Figure 8. Two multicast sessions and upper
bounds of their total throughput with and
without coding.



Below we illustrate the above observations with a con-
crete example, as shown in Fig. 8 and Fig. 9. In this ex-
ample, two multicast sessions are placed on a small-scale
wireless topology in an interleaved way. Network coding
reduces contention both by taking advantage of the broad-
cast nature of wireless transmission (the “wireless advan-
tage”) and by reducing the amount of data transmitted at
the “bottleneck” link.
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Figure 9. Without coding, achievable total
throughput is C/3; with coding, achievable
total throughput is C/2.

We have shown that, though coding is not as advanta-
geous in the cases where it works well in wireline networks,
it does help to increase throughput when multiple multicast
sessions are present. Since the cases where coding may be
applied involve small-scale topologies, it is easy to iden-
tify patterns showing these topologies in multicast sessions,
and to promptly activate coding. Coupled with the strategy
of late branching and 1-hop away routes before the branch-
ing point, we believe that end-to-end throughput in the case
of multicast data dissemination may be increased with ade-
quate strategies.

4 Data aggregation

Data aggregation refers to the form of data transmission
in which data from multiple sources is transmitted towards a
common destination. For example, Estrinet al. have stud-
ied data aggregation in wireless sensor networks [15, 16],
where data corresponding to physical events observed by
sensors are routed towards one common “data sink,” pos-
sibly a gateway or data processing node. The data flows

that are transmitted towards the sink can be independent or
correlated. Consequently, when two flows merge at an in-
termediate node, that node may be able to combine the in-
coming flows, and reduce the amount of data being further
relayed. The ratio of the amount of combined data after
aggregation over the amount of uncombined data before ag-
gregation is referred to as theaggregation ratio, denoted as
α. For two separate units of data that come from each of
the incoming flows, respectively, the amount of aggregated
data at the outgoing link,2α, usually ranges between1 and
2, depending on the specific application and the amount of
knowledge (such as application semantics) that a node has
about the data flows. Correspondingly, the range ofα is
between0.5 and1. We call theα = 0.5 caseperfect aggre-
gation, and call theα = 1 casezero aggregation. The flows
that enter the sink are calledfinal flows. Intermediate nodes
at which flows aggregate are calledaggregation nodes.

Due to the presence of data compression upon aggrega-
tion, the total amount of data that leaves the sources may
not be equal to the amount of data that arrives at the sink.
These two amounts are equal only in the zero aggregation
case, otherwise the source-side amount is larger than the
destination-side amount. Again, we focus on the sources,
and consider the summation of the transmission rate at each
source as the throughput of the data aggregation session.

For the same data aggregation session, the routing al-
gorithm may decide to aggregate flows earlier near the
sources, or later near the sink. These are calledearly aggre-
gationandlate aggregation, respectively. As being pointed
out by Estrinet al. ([16]), the trade-offs between early ag-
gregation and late aggregation include:

– early aggregation may reduce the overall amount of
data being transmitted, and therefore reduce the total
amount of energy consumption;

– late aggregation is more robust, since the loss of non-
aggregated packets is less severe than the loss of ag-
gregated packets;

– early aggregation may introduce a higher latency.

We examine another dimension of the trade-off, from
the perspective of increasing throughput, and show that the
value ofα and the number of source flowsn both play crit-
ical roles in determining which form of data aggregation
can achieve a higher throughput. We first examine how the
trade-off varies as the number of flows increases. We show
that from the point of view of increasing throughput, late ag-
gregation is more suitable for very small number of sources;
as the number of sources increases, early aggregation starts
to outperform late aggregation over a certain range ofα, and
the range is getting wider and wider.

The concepts of “early aggregation” and “late aggrega-
tion” are rather vague. In order to make a comparison, we



consider the rather extreme cases of them: for early aggre-
gation, we consider the case where all data flows merge into
one final flow before entering the sink; for late aggregation,
we consider the case where all data flows are final flows
and meet at the sink without previous aggregation. To ana-
lyze the maximum achievable throughput, we make the fol-
lowing two assumptions to reduce contention: (1) flows ag-
gregate along 1-hop away paths, and (2) aggregation nodes
are 1-hop away from one another. Also, in cases where the
number of sources is large, we assume aggregation is done
in a balanced way,i.e., two branches in the aggregation tree
contain roughly the same number of sources before they ag-
gregate.

(a) Early aggregation, r = C/(1+2α). (b) Late aggregation, r = 2C/3.
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Figure 10. Early aggregation versus late ag-
gregation in a 2-to-1 data aggregation ses-
sion.

Fig. 10 shows an aggregation session with two sources.
With early aggregation, the size ofmcc is 2 + 4α, andr
= 2C/(2 + 4α) = C/(1 + 2α). Sinceα ∈ [0.5, 1], r ∈
[C/3, C/2]. With late aggregation,r = 2C/3, similar to the
1-to-2 independent unicast case. Therefore late aggregation
can achieve a higher throughput than early aggregation in
the case involving two sources, regardless ofα.

However, this is not always the case. As the number of
source flows increase, the achievable throughput of late ag-
gregation soon increases to5C/6 where it stops, while the
achievable throughput of early aggregation keeps increas-
ing, and depending onα, it may soon become higher than
C.

2α
RS1

S2
1

1

1 |mcc| = (1+2α)

S3

2α α(1+2α)

α(1+2α)

2

Figure 11. Early aggregation on a 3-to-1 ag-
gregation session: |mcc| = (1 + 2α)2, r =
3C/(1 + 2α)2.

Table 1 shows the corresponding values ofr that we are
able to derive, for early aggregation and late aggregation in

2-to-1, 3-to-1, 4-to-1 and 5-to-1 aggregation sessions, re-
spectively. Similar to the 1-to-n unicast cases, the achiev-
able throughput forn-to-1 late aggregation isnC/(n + 1),
for n ≤ 5. The analysis on the achievable throughput us-
ing earlier aggregation for then > 2 cases is similar to
that of then = 2 case. Given that aggregation nodes are
1-hop away from each other and flows aggregate in a bal-
anced way, themccis always identified around the aggrega-
tion node on the final flow. For example, Fig. 11 shows the
n = 3 case.

Table 1. Early v.s. late aggregation
# of
sources

rearly rlate range ofα s.t.
rearly≥ rlate

2 C

1+2α
∈ [C

3
, C

2
] 2C

3
φ

3 C

(1+2α)2
∈ [C

3
, 3C

4
] 3C

4
{0.5}

4 C

α(1+2α)
∈ [C

3
, C] 4C

5
[0.5, 0.58]

5 5C

4α3+8α2+3α
∈ [C

3
, 5C

4
] 5C

6
[0.5, 0.63]

As we can observe from the table, the value ofr for early
aggregation ranges fromC/3 tonC/4, which correspond to
zero aggregation and perfect aggregation, respectively. For
zero aggregation, each unit of data leaving a source corre-
sponds to one unit of data that needs to be transmitted along
the final route. The throughput of the session is bounded by
the throughput of the final route,C/3. For perfect aggrega-
tion, the quantity of an aggregated flow is the same as each
of the flows being aggregated. Therefore the load is equal
across all the links and routes. As shown in Fig. 12, themcc
of such a transmission network has size 4, and the achiev-
able throughput,nC/4, can easily break through the bound
of the sink’s receiving capacity,C. The intuition of this is
that, in perfect early aggregation, one unit of data transmit-
ted along the final route corresponds to multiple unit of data
transmitted by the sources.
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(C/4, C/4)

(C/4, C/4)

(C/4, C/4)

(C/4, C/4)

(C/4, C/4)

(C/4, C/4)

(C
/4

, C
/2

)

(C
/4

, C
/2

)

(C/4, C/2)

(C/4, C) (C/4, C)

S1

S2

S3

S4

S5

S6

S7

S8

R

(C
/4

, 2
C

)
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Figure 12. A perfect 8-to-1 early aggregation
session, r = 2C.

When the number of sources grows beyond5, the



throughput that is achievable by late aggregation is always
5C/6. Early aggregation outperforms late aggregation on
an even larger range ofα. However, in early aggregation,
aggregating all flows onto one final flow cannot effectively
utilize the radio capacity at the sink; in late aggregation,
letting all flows enter the sink directly (thus become final
flows) gives up the opportunity of aggregating them onto
more “dense” flows that may help reduce the contention
around the sink.

In what follows, we examine the impact thatthe number
of final flows(denoted ask) has on the achievable session
throughput in cases wheren ≫ 1, and show that, generally,
neitherk = 1 or k = n is the optimal choice.

n/3

n/3

n/3

R 
(2α) log2

(n/3)

1

mcc
(4 links each of weight  )

Figure 13. The case of three final entering
flows.

We userk to denote the achievable session throughput of
a data aggregation session withk final flows. Fig. 13 shows
the cases wherek = 3. Note that with balanced aggrega-
tion, each subflow of a flow aggregated fromm sources has
weight(2α)log2

m. Therefore we can deriverk as follows:

r1 =
nC

2(2α)log2
n + 2(2α)log2

n−1
∈ [

C

3
,
nC

4
]

r2 =
nC

2(2α)log2

n

2 + 2(2α)log2

n

2
−1

∈ [
2

3
C,

n

4
C]

rk (k = 3, 4, 5) =
nC

(k + 1)(2α)log2

n

k

∈ [
k

k + 1
C,

n

k + 1
C]

rk (k ≥ 6) =
nC

6(2α)log2

n

k

5

k
∈ [

5

6
C,

5n

6k
C]

Fig. 14 plots the throughput computed as above when
n = 20, against the value ofα. For a wide range ofα, k = 3
performs quite well. It dominates the other choices except
for very largeα, in which case the difference is moderate.

5 Related work

In the CSMA/CA category of MAC protocols, data trans-
mission is preceded by handshaking of control packets
(RTS/CTS) [17]. Nodes within the neighborhood of either
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Figure 14. Achievable throughput vs. number
of final flows.

the sender or the receiver of a transmitting link have to defer
transmission to avoid collision. Therefore, two independent
local transmissions will interfere if the sender or receiver
of one transmission is within 1-hop range of the sender or
receiver of the other transmission [11, 10].

Classical studies of multi-path routing in wireline net-
works has been focusing on the objectives of load balanc-
ing and fault tolerance [18, 19, 20]. Increasing end-to-end
throughput is neither a design goal nor a major advantage
of wireline multi-path routing. Research in wireless multi-
path routing so far has been focusing on the same direc-
tion. Both the issues of load balancing [12, 13] and fault
tolerance [14, 15] have been examined. We apply multi-
path routing explicitly towards the goal to counteract the
unique intra-route interference in wireless ad hoc networks
that leads to a reduced end-to-end throughput.

Network coding was first proposed and studied by
Ahlswedeet al. in the context of wireline networks [6]. It
has been shown that applying coding over a multicast net-
work may increase its capacity. Koetter and Médard then
examined network coding from an algebraic perspective [7].
In this paper we apply network coding to decrease medium
contention in wireless networks, and therefore to increase
transmission throughput.

Estrinet al. has studied data aggregation in wireless sen-
sor networks [16, 21]. The focus is to reduce energy con-
sumption due to data transmission. It is shown that con-
structing the most energy-efficient aggregation tree is NP-
hard. Several heuristic solutions has been proposed.

The capacity of ad hoc networks has been studied in pre-
vious work [2, 3, 5], where the focus is the traffic forward-
ing capability of the ad hoc network as a whole, under cer-



tain traffic patterns. We analyze and attempt to increase the
capacity of apart of the networkthat is transmitting data for
the session(s) of interest. The insights from our studies have
a direct influence on the throughput and completion time of
a session, especially when the network is lightly loaded.

In this paper, we discussed potential approaches that
heuristically increase throughput. For discussions on how
to approach the absolutely maximum throughput in wire-
less ad hoc networks, we refer to a cross-layer optimization
framework presented in [22].

6 Conclusions

We illustrate in this paper that, using strategies that in-
clude (1) multiple end-to-end paths; (2) per-node algo-
rithms such as coding; and (3) rearranging transmission
network topologies, it is feasible and practical to increase
data throughput in various scenarios of wireless communi-
cations. Though we concur that the overall network capac-
ity of ad hoc networks is not scalable when the number of
nodes increases, we believe that adopting the best possible
strategy based on the insights in this paper may help to al-
leviate such problems. As part of our future work, we aim
to design distributed algorithms to approximate the theoret-
ical strategies in this paper in all three cases, so that at any
given time, a flow may enjoy the best possible end-to-end
throughput. We are also interested in studying the effects
of greedy behavior in ad hoc networks, and seek to main-
tain equilibriums with the presence of aggressive behavior
on each of the flows.
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