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Abstract—Layered streaming is being considered as the most  In an unstructured P2P overlay, connectivity between peers
promising approach to adapt to bandwidth variations and hetero-  js created by the neighbor selection method run at each peer.
geneous end users in streaming applications. The goal ofalayeredSuch neighbor selection forms a partial view of the system

streaming protocol is not only to optimize the average playback . . .
skip rate as in single-layer streaming, but also to maximize from which a subset of peers is chosen to exchange video

possible quality level (quality satisfaction) based on the available data. Therefore, it is the neighbor selection that detezmin
bandwidth capacity at the end user. In unstructured layered pee  the perceived quality at each peer.

to-peer streaming, however, achieving high quality satisfaction  Qwing to its important role, there have been many studies
is challenging due to content and bandwidth bottlenecks. With on neighbor selection in single-layer P2P streaming. Hewev

experiments, in this paper, we demonstrate the importance and . . . .
identify unique challenges of neighbor selection to the system they are insufficient when applied to layered P2P streaming

performance in terms of the average skip rate and quality because of the following reason. In single-layer P2P stiggym
satisfaction. Then, we propose a new neighbor selection techniquepeers receive the same video stream. Meanwhile, in layered

that can offer good performance while keeping the scalability of P2p streaming, the video stream is encoded into qualitydaye
the mesh overlay under network fluctuations. The core of the and peers aim to receive the maximum number of layers ac-

technique is apreemption rule that allows a higher capacity peer h . . . . .
to replace a lower capacity peer to be a neighbor of another cording to their available bandwidth capacity. Therefovkile

peer with a certain probability. This preemption rule gears high the average playback skip rate is the main performance enetri
capacity peers togood locations in the overlay to maximize the in single-layer P2P streaming, the ratio of the experienced

use of their bandwidth capacity and available layers. Simulation quality level and the expected quality level determined by
results demonstrate the efficiency of the method. the bandwidth capacity, calleguality satisfactionis also an
important metric in layered P2P streaming. Some early sfudi
I. INTRODUCTION i_n layered gnstru_ctured RZP str.eami_ng focus on peer c'cn}rdin
tion to achieve high quality satisfaction by determiningieth
Layered streaming has been an attractive research topéers to communicate for data exchange, but the neighbor
for years because it can adapt to bandwidth variations agelection has not received much attention. We believe that
heterogeneous end users. The adaptability is very much geality- and context-awareneighbor selection will boost the
quired when video streams are transferred across best-#ffo layered streaming protocol.
networks. Compared to traditional streaming systemsréaye In this paper, with experiments on our new adaptive stream-
streaming enables high capacity users to receive hightgualng protocol, namedChameleon2], we find out factors that
video, while low capacity peers still enjoy an acceptablgnpact the quality satisfaction of each peer. In partigular
quality level. In addition, when bandwidth drops, instedd qeers are classified into classes based on their bandwidth
suffering playback skips, users are able to perceive smo@#ipacity in which peers of class; (class identifier) have
playback with reduced quality. With the reality of peergeer higher bandwidth capacity than peers of cl@§sif i > j. The
(P2P) streaming, the use of layered coding in P2P strearsingjuality level peers in a certain clag$ perceive is impacted
beneficial to provide adaptive streaming to a large number lo§ (1) the join order of peers of different peer classes, and
users with low cost servers. However, layered P2P streamif®) the percentage in population of clagsin the system.
also poses unique challenges, of which one of the most difficve then propose a new neighbor selection technique with
problems is the overlay construction that needs to be dedigra sole objective of providing peers high quality satisfacti
carefully to mitigate content and bandwidth bottlenecks.  regardless of their join time and the population of theirssla
P2P overlays can be structured or unstructured (mesh-the system. The core of the technique isgp@emption
based). Structured overlays ease the data delivery. Howevale that allows a higher capacity peer to replace a lower
since they are highly affected by peer dynamics, an additiorcapacity peer to be a neighbor of another peer with a certain
protocol is usually run to restore/reshape the overlayctire. probability. This preemption rule gears high capacity pder
On the other hand, unstructured overlays make the systgood locations in the overlay to maximize the use of their
more robust to network fluctuations without the need of lsandwidth capacity and available layers. For example, high
global mechanism to maintain the overlay. Therefore, uastr capacity peers stay closer to the server than low capacity
tured overlays are more suitable for P2P streaming in dymanpieers, and high capacity peers have more privilege to be
environments, e.g. the Internet [1]. neighbors of other high capacity peers than low capacityspee



Simulation results demonstrate that our simple but effectineighbor selection and agree that peers with similar istere
approach is able to achieve high quality satisfaction faheain terms of the number of quality layers should connect tdheac
peer regardless of the two aforementioned factors. other. However, there are two main differences between our
The rest of this paper is organized as follows. Section Work and OCals. Firstly, in our approach, a peechooses
discusses related work. Section Il identifies the problenmeighbors based on the current quality level candidates are
of neighbor selection with different peer join patterns angerceiving, not based on logical partners as in Ocals, wisich
percentages of peer classes in the peer population. The mimilar to class-based selection mentioned in [2] whendalgi
posed neighbor selection method is described in section partners are classified into the same class. We have shown
Simulation results are discussed in Section V. FinallytiBac in [2] that quality-based selection is better than classebda
VI concludes the paper. selection in terms of both important performance metris, t
average playback skip rate and quality satisfaction. Sagpn
we choose a neighboj with a certain probability, while
There has been a substantial amount of research attentiicals makes a selection based on comparisons with exact
on overlay construction in single-layer P2P streaming. &omalues (medium and minimum RTTs). As widely used in other
studies focus on structured overlays, e.g., tree-baseadagse studies, e.g., [18], [19], we believe that adding some degfe
[3]-[5], while others spend efforts on unstructured owsla randomness (through probability) to neighbor selecti@ates
[6]-[8]. Maghareiet. al. [1] and Seibert [9]et. al. present a more robust overlay with respect to network fluctuations.
comparisons of P2P streaming approaches, in which it is
demonstrated that mesh-based approaches consistenithjt exh IIl. PROBLEM IDENTIFICATION
a superior performance over tree-based approaches in dynamWe consider a typical P2P streaming session with a number
environments, while, in stable environments, tree-based sof dedicated streaming servers, and a large number of peers.
tems are better in terms of delivery time. To take advantageers participate in and depart from a session in unprédkcta
of both approaches, efforts have been spent on hybrid ggerlavays, and they are heterogeneous with different bandwidth
such as [10]. capacities. Peers can be classified into classes basedion the
In layered P2P streaming, [11]-[13] present multiple-tregandwidth capacity. A layered coding technique, e.g. SVC
based systems using multiple description coding to provif20], is used to encode raw video data into quality layers.
differentiated service. The general idea is that each vid@eers are organized in an unstructured overlay, i.e., tere
description is delivered in one tree, and peers can recedre mno global mechanisms to build and maintain the overlay. We
than one description by being a node in more than one tressume that every peer is willing to contribute its bandwidt
However, early work in unstructured layered P2P streaming upload data to other peers, i.e., no selfish or fraud peers i
focuses on peer coordination, rather than overlay corgnyc the system.
to maximize quality level each peer perceives [14], [15]. Although we focus on neighbor selection, we need a com-
More related to our work, Zhaeet al. propose LION plete streaming protocol to evaluate the proposed methed. W
[16], a layered overlay multicast system. LION progredgiveuse Chameleon, our adaptive streaming protocol, which has
organizes peers into layered meshes. Within each mesh, bleen shown to be able to achieve good performance in terms
delivery of one quality layer is carried out with using netlwo of the average playback skip rate and quality satisfact&n [
coding. Each peer can subscribe to a proper number of mestésalso use the quality-based neighbor selection in Chamele
to maximize its throughput by fully utilizing its availableas a baseline method in this study, which is summarized as
bandwidth. Our approach is similar to theirs in the way thdbllows. When a peer joins the system, or when it needs to
we also explore mesh-based overlays and network codinguipdate the neighbor list for better quality, it creates heig
layered streaming, but we use only one mesh for the delivdsgrships with other peers. A list of available peers can be
of all layers. In addition, although each video layer iswiied provided by a rendezvous peer or by exchanging membership
in a mesh which is unstructured, the whole overlay struatfire information, e.g. using SCAMP [21]. Each peer calculates th
LION is quite well-organized and maintained by a distritliteaverage quality level it has perceived so far. When a peer
heuristic algorithm, derived from a complicated optimiaat selects a neighbor, it will choose the peer(s) whose average
problem in mathematical programming. Therefore, LION iquality level is closest to its class identifier within a rang
aimed to support small-scale application scenarios inlestalf there are more peers than needed, a subset is selectedl base
environments. On the other hand, our method is inheremm the peer class in the following order: peers in the same
distributed and is geared towards the goal of building up atass, peers in higher classes, and peers in lower classes.
adaptive and scalable P2P streaming system on a dynami@Vith Chameleon, we have generated the join time and
overlay. The simplicity and efficiency are two most impottarthe class of each peer randomly, and we have observed
criteria in our design. notable performance differences between experiments with
Another related work is OCals proposed by Xitoal.[17].  significantly different patterns of peer join. Thereforereéveal
Ocals constructs the overlay in two stages. The first stagetlie effect of the join order and the population percentage of
to probe existing nodes to find a certain number of logicakhch peer class to the system performance, we consider two
partners, which are interested in the same set of layers.édxtreme cases in the following experiments. Without ang los
the second stage, it will select neighbors for each layeedasf generality, we use the JSVM Software [22] to generate
on RTT (Round Trip Time). Similar to OCals, we focus ora two-hour video sequence with two quality levels, and we

Il. RELATED WORK



classify peers into two classes: high capacity (HC) and lofirom 50% to 70% when the percentage of HC peers increases.
capacity (LC). The download and upload capacity are set $be reason is that, in Case B, LC peers join first, connect
that HC peers are able to receive two quality levels (the fudhd stay close to the server in terms of the number of hops
quality) while LC peers are only able to receive one qualitftom the server. Since the number of connections the server
level (the base level). In particular, we set the download algan create is limited, when HC peers join, they may be not
upload capacity of peers to 6-10% and 4-8% higher than thble to connect directly to the server and content bottlkemec
stream rate of the quality level corresponding to each pemecur. For example, when there is only 10% HC peers in the
class. There are no super peers in the system. We use only gysem, all HC peers receive only the base layer. Consdguent
server, which can serve 8-10% of the total number of peersthe quality satisfaction is 50% (because they are expected t
the system. We evaluate the performance of Chameleon wlith able to receive two quality levels). When the population
the quality-based neighbor selection method in Case A: @ll Hhercentage of HC peers increases, the chance of conneating t
peers join the session before LC peers, and Case B: all H@ server increases, and the top layer can be delivereadrte so
peers join after LC peers. In each case, the number of HLC peers. In the other case, if HC peers join the session first
peers is set to 10, 20, ..., and 90% of the peer population.and connect to the server, they can receive the top quajigy la
from the server and deliver it to other HC peers. In addition,
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since they also have the base layer, LC peers are served well.
From the above experiment, we observe that the join order
and the percentage in population of different peer classes
may not affect the performance of single-layer P2P stregmin
systems much, as the skip rates are low in the two cases, but
they do impact the average quality satisfaction of diffepaer
classes in layered P2P streaming systems. The questioishere
How to provide high average quality satisfaction for diéfet
peer classes regardless of their join time and popul&idyie
answer this question in the next section with our scalabte an
effective neighbor selection method.

IV. A QUALITY- AND CONTEXT-AWARE NEIGHBOR
SELECTION METHOD

The difficulty in designing a neighbor selection method is
that each peer only knows information of a certain number
(not all) of peers in the system. Although it is possible to
update information about the population of each peer class
in the system by tracking join requests at rendezvous peers,
it causes traffic overhead to transmit the information, Wwhic
changes frequently when peers join and leave. To keep the
system scalable, our proposed method is based only on local
information of candidates to choose neighbors.

As in single-layer streaming, it is reasonable that high

capacity peers should have higher priority than low capacit
peers in being located good positions in the overlay, e.g.,
close to the server or other high capacity peers because when
they can receive more, they will contribute more to other
peers in terms of bandwidth and layers. Based on this fact
and taking the effect of the peer join order into account, we
use apreemption ruleas follows: when a peeP in classC;
wants to connect to a peé€f which has reached its maximum
number of neighbors defined by the system, if one neighbor
Figure 1 shows the performance of Chameleon in CasefA of () belongs to clasg’;, C; < C;, then P can replace
and Case B. In general, the average skip rates are very lmwbe a neighbor of). However, if the rule is applied strictly
in both cases, but the average quality satisfaction (AQS) @serywhere in the overlay, peers in the lowest class (thesbw
very different. In Figure 1(a), when HC peers join the systetvandwidth capacity) can only connect to each other andereat
first, the average quality satisfaction for both classeseiy v clusters of low quality peers, which will suffer high playtba
high (> 92%) regardless of the number of HC peers in thekip rates. Therefore, a pedt in classC; should only be
system, which means each peer can percedie of its best able to replace another peff in classC;, C; > C;, with a
possible quality level according to its bandwidth capaddy probability P_preemp, P_preemp is higher whenk is closer
the other hand, in Figure 1(b), when LC peers join first, the the server. This rule guides high capacity peers clostreto
average quality satisfaction of HC peers is low and increasserver even if they join the system after low capacity peers,
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Fig. 1. Performance of Chameleon in the two cases.



and low capacity peers further from the server even if they selection method in [2].
join the system before high capacity peers. We calculate the- on receiving notifications from the candidates, creates
distance between a peét and the server by the minimum connections and stores neighbor information to the neigh-

number of peers (hops) betwedn and the server through bor list, or waits for a period of time and tries again.
neighborship with the following algorithm:
> The distance from the server to itself(s Algorithm 1 Neighbor Selection - Request

>> The distance from a peé? to the server is calculated by AL: the peers list returned by the rendezvous peer.
the minimum distance of its neighbors to the seryér. CL: the candidate list.

Dp = min (D;) +1 NL: the neighbor list.
iENLp CL « QualityBasedSelect(AL);
in which D; is the distance of peerto the server, and SendRequest(CL);
NL; is the neighbor list of peet. while (active) do
>> The distance of a peer is updated when its neighborship if (accept(Q)) then
changes, e.g., a neighbor is added or deleted. Insert(Q, NL);

It is noted from the above algorithm that it is not required  end if

to update the distance of each peer in a timely manner.end while

e.g., when the distance from a peer to the server changedf (too_few_neighbors) then

the distance from its neighbors to the server may also be Wait();

changed but is not updated. The update algorithm is only Request();

invoked at a peer when its neighborship changes. The reasognd if

for this relative calculation is that the timely update requires

message exchanges, which cause traffic overhead, betwEeneach candidate, on receiving a request:

peers to inform their distance has changed. In addition, as. if the current number of neighbors is below its maximum
being demonstrated later, the relative distance is goodgmno number of neighbors, accepts the request.

to point out thevicinity of the peer location in the overlay. . otherwise, selects the neighbor whose class identifier is
When each peer maintains its distance to the server, the |owest, calculates it _preemp and decides to accept

preemption probability”_preemp to replace a peers is the request with the probabilit®_preemp.
calculated by the following formula.

P_preemp = 1 + 100 Algorithm 2 Neighbor Selection - Respond
1+ a(Dg —1) N: the current number of neighbors.
in which « is a tunable parameter. From this formula, we can MAX_N: the maximum number of neighbors.
see that if low capacity peers connect directly or stay closeNL: the neighbor list.
to the server (because they join the session first), they areReceiveRequest(P);
likely replaced by high capacity peers. For example, if a low jf (N < MAX_N) then
capacity peer connects directly to the server, i.e. itsadist SendReply(P, ACCEPT);
is 1, then theP_preemp = 100%, so it will be replaced by Insert(P, NL);
a high capacity peer. However, if low capacity peers are farg|se
from the server, they can keep their connections to highityual R — SelectLowestCapacityPeer(NL);

peers to maintain their quality, as the preemption prokgbil if (P.class > R.class) then

is low. The value ofa determines howP_preemp reduces P_preemp «— 1/(1 + a  (R.distance — 1));
on the way far from the server, e.g.,df= 1, P_preemp for if (Rand() < P_preemp) then

D =1,2,3,4,...is100%, 50%, 33.33%, 25%, ... respectively. SendReply(P, ACCEPT);

Currently, we choosex by experiments. However, how to Insert(P, NL);

choose a good in general cases is an important issue, and else

we leave it as our future work. SendReply(P, REJECT);

We now are ready to present the complete neighbor selection end if
method. A peer will create neighborships when it joins the end if
system or when it wants to improve the video quality, e.g., aend if
neighbor leaves the system, or the current quality levepsiro
below a threshold for a period of time. When a pétneeds
one or more neighbors, it: V. SIMULATION RESULTS

> contacts a rendezvous peer with necessary informationin this section, we revise the two extreme cases in Section
such as its estimated bandwidth capacity. The rendezvdliswith the proposed selection method, and demonstrates
peer will return a list of available peers in the system arits efficiency in more general cases with different network
the class identifie belongs to. sizes to check the system scalability. Finally, we consider

> sends requests containing its class identifier to all cafeatures of the topology formed by the method. We implement
didates, who are selected by the quality-based neighlibe proposed neighbor selection method in Chameleon and




evaluate its performance in terms of the average playback 3%
skip rate and the average quality satisfaction. The barttwid
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settings are the same with the settings in Section lIl. —6— Skip Rate of Class 1
—v— Skip Rate of Class 2
—A— Skip Rate of Class 3
A. The proposed method offers adaptability and scalability &£ f.ig‘éi? tgle?;sciaSM
. . €
Figure 2 shows the performance of Chameleon in Case B 8 _2_282 0; g:assg
. . .. [} -Aa- (0] ass
(the _graph for Case A is ;lmllar) when LC peers join the o -8-AQS of Class 4
session before HC peers. It is clearly observed that thetgual
satisfaction of HC peers is significantly improved compared 922
to Figure 1(b). Thanks to the preemption rule, HC peers can 81%61
gradually be located in good positions. This not only enable 818 5 7
HC peers achieving high quality video, but also minimizes th " 100 200 300 400 500 600 700
skip rate of LC peers. Network Size (Peers)
Fig. 3. Performance of Chameleon with different network sizes
18%?::;ﬁ---—a-_-,-,&-‘--arﬁf;_:: === 8= TABLE |
92F B ittt TRe =T b TOPOLOGY
E —6—Skip Rate of LC Peers
E —8&— Skip Rate of HC Peers Peer class 1 2 3 4 Avg. Distance
E -©-AQS of LC Peers 1 7351 2242 3.96 | 0.11 4.14
= F - 8- AQS of HC Peers 2 2222 | 54.25| 16.99 | 6.54 3.47
S L E 3 7.07 [ 2930 | 42.42| 2121 2.73
sk 1 4 329 | 11.93| 12.35| 72.43 1.92
(] E ]
g As shown in Table I, the neighbor selection method creates
g clusters of peers that belong to the same cl&3§;i) >
E T(i,4),Vi,j, i.e., peers of the same class tend to connect to
F each other. In addition, we also calculate the averagerdista
F : of peers of each class to the server. The result is presented
10 20 30 40 50 &0 70 80 30 in the right most column of Table I, which shows that the
Percent of HC Peers (%) higher the class identifier is, the closer to the server thescl
is. In summary, with the proposed neighbor selection method
Fig. 2. The system performance with the proposed protocolase® peers are grouped into clusters based on their peer clags, an

) o _clusters of higher capacity peers stay closer to the senegr t
In practice, peers can join and leave the system at any tifiose of lower capacity peers. This can be considered as an
Therefore, we now come back to a more general case. W@ergent propertyf the method, because each peer selects

generate another video sequence with four quality layets &gs neighbors with partial knowledge about the network.
use four classes of peers corresponding to the four quality

layers. The join time and class identifier of each peer is
generated randomly, and the peer life time is generateddy th
Weibull distribution — Weibullk, 2) — as shown in [23] that In this paper, we point out that, different from single-laye
the peer session lengths are fit by the Weibull distributioR2P streaming, the join order of peers and the population per
Figure 3 shows the average skip rate and quality satisfacticentage of different peer classes in the system may impact th
of each peer class. It demonstrates that the neighbor isglecsystem performance in layered P2P streaming. We then pro-
method helps to achieve best possible quality for each pe@se a new neighbor selection method that uses the perceived
class in the system, while keeping the system scalable undeslity level and location information of candidates to cbe
peer dynamics. neighbors. Simulation results demonstrate the adaptahitid
scalability of the proposed method. Supported by our result
in [2], we can indirectly infer that Chameleon with this new
. . ) . neighbor selection method offers even better performance
An interesting question here is thathat does the topology \ynen compared with the related work. We are following
actually look like under the neighbor selection methd? o directions for future work. Firstly, we are interested i
answer the question, for every peer in clégswe calculate e eyolution’ of the overlay over time. In particular, when
the percentage of its neighbors which belong to cla$s many peers with different peer classes join the system or
k = 1,2,3,4. In this experiment, the network size is 700yhen a severe network congestion occurs, when will each
every peer has an average of 55 n.elghbors. The_populatlpé;ar (again) receive its best possible quality? Secondly, w
percentage of class 1, 2, 3, and 4 in the syste5i§1%, gre studying combinations of the preemption rule with other
24.29%, 16.99%, and33.01%, respectively. Table | shows theanwork metrics, e.g. RTT, to achieve a more efficient and
neighboring relationships between the peer classes. Tlhe vayractical method. Then, we are able to evaluate Chameleon

at elementi, j), T'(i, j), is the average percentage of peers Qfi network level to demonstrate is performance in real world
classj in the neighbor list of peers of clags settings.

VI. CONCLUSION

B. Features of the topology
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