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Abstract

Routing in wireless ad-hoc networks has received sig-
nificant attention from recent literature due to the fact
that the dynamic behavior of these networks poses many
technical challenges on the design of an effective rout-
ing scheme. Though on-demand routing approaches
have been shown to perform well, they generally lack
the support for Quality-of-Service (QoS) with respect to
data transmission. In order to select a subset of end-
to-end paths to provide increased stability and reliabil-
ity of routes, a new QoS metric, end-to-end reliability,
is defined and emphasized in this paper. We present a
distributed multi-path dynamic source routing protocol
(MP-DSR) for wireless ad-hoc networks to improve QoS
support with respect to end-to-end reliability. Our proto-
col forwards outgoing packets along multiple paths that
are subject to a particular end-to-end reliability require-
ment. A simulation study is performed to demonstrate
the effectiveness of our proposed protocol, particularly
the fact that MP-DSR achieves a higher rate of suc-
cessful packet delivery than existing best-effort ad-hoc
routing protocols, such as the Dynamic Source Routing
(DSR).

1 Introduction

Wireless ad-hoc networks are autonomous systems
composed of mobile hosts that are free to move around
arbitrarily. These mobile hosts are referred to as nodes.
Rather than relying on a network infrastructure to per-
form routing in an ad-hoc network, each mobile host
serves as a router to forward packets originated from
other hosts. Such characteristics allow an ad-hoc net-
work to be established on-the-fly with built-in fault toler-
ance and unconstrained connectivity. For such networks,
an effective routing protocol is critical for adapting to

node mobility as well as possible channel error to pro-
vide a feasible path for data transmission. In addition to
basic routing, for mission-critical applications, Quality-
of-Service (QoS) routing protocols are needed to search
for a path that can satisfy certain QoS requirements and
constraints, such as bandwidth or data reliability. The
focus of this paper is to propose a QoS routing protocol
in wireless ad-hoc networks.

In this paper, we design a QoS-aware multi-path
source routing protocol (MP-DSR) focusing on a new
QoS metric, end-to-end reliability. End-to-end reliabil-
ity is used to reflect the probability of sending data suc-
cessfully from the source node to the destination node
within a time window. Note that it is not the focus of
MP-DSR to provide strict end-to-end reliability guaran-
tees. Rather, MP-DSR provides routes that satisfy a spe-
cific end-to-end reliability requirement and such routes
persist with a high probability. Thus, it is possible to
have a transient QoS disruption even with such a guar-
antee.

Our major contributions in this paper are the follow-
ing. First, we define our QoS parameter of interest,
end-to-end reliability. Second, we propose a fully dis-
tributed QoS routing protocol, MP-DSR, with respect
to this QoS parameter. MP-DSR is based on the exist-
ing Dynamic Source Routing protocol (DSR) [1, 4] and
takes advantage of its distributed on-demand nature. It
seeks to compute a set of unicast routes that can satisfy
a minimum end-to-end reliability requirement; it then
maintains this requirement throughout the life time of
transmission. Packets transmitted from the source node
will arrive at the destination node with a higher success-
ful probability than existing best-effort ad-hoc routing
protocols. Finally, we evaluate the performance of our
routing protocol using extensive network simulations,
and compare this to the performance of DSR.

The rest of this paper is organized as follows. The
system model is presented in Section 2. Our MP-DSR
protocol is shown and analyzed in Section 3. Additional
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optimizations are discussed in Section 4. Extensive sim-
ulation results of MP-DSR against the original DSR pro-
tocol are presented in Section 5, including detailed anal-
ysis and evaluations. Section 6 compares our proposed
MP-DSR with related work. Section 7 concludes the pa-
per.

2 System Model

In this paper, we propose an end-to-end reliability
model that derives end-to-end reliability between the
source and destination nodes by evaluating the path re-
liabilities of all existing feasible paths. The path relia-
bility is calculated based on the link availabilities of all
the links along a path. According to Jiang et al. [3] and
McDonald et al. [6, 7], link availability is defined as the
probability that a link is available until time ������� , given
that it is an active link at time ��� . The calculation of link
availability is based on the current node’s movement [3].
A path is defined as a sequence of links from the source
node to the destination node. Path reliability is the prod-
uct of link availabilities of all the links along the path un-
der the assumption that all links are independent. If we
denote the link availability of the link connecting node� and node � in a time period of � as 	�

� ������� , the path
reliability of � th path between the source node � and the
destination node � as ���� � � ����� in a time period of � , we
have:

� �� � � ������� �� 

� � �"! �
	 

� � �#��� (1)

Although we adopt the link availability model and
path reliability model from previous work [3, 6, 7], our
end-to-end reliability model is independent from the
implementation of link availability and path reliability
models. Our model is ready to accommodate any link
availability and path reliability models without any mod-
ification on any part but the link availability and path
reliability themselves.

We make three assumptions in this paper: (a) Mo-
bile nodes in ad-hoc networks cannot move too fast to
render QoS routing impossible. (b) An individual mo-
bile node has an uniform transmission range by its om-
nidirectional antenna. Thus, all links are bi-directional
in this network model. (c) There exists a neighbor dis-
covering protocol; such neighbor discovery can be eas-
ily achieved by having each node periodically transmit a
BEACON packet identifying itself [9], so that each node
can learn about its neighbors.

2.1 End-to-End Reliability Model

We define end-to-end reliability based on the link
availability and path reliability model. Given a specific
application’s requirement of end-to-end reliability, MP-
DSR seeks to discover multiple disjoint paths for data
transmission to satisfy such a requirement. We formally
define the term disjoint path in an ad-hoc network as:

Definition 1: If two acyclic paths , $&% and $(' , share
common source and destination nodes, but do not share
common intermediate nodes, they are Disjoint Paths.

In multiple path routing, data transmission fails if and
only if all disjoint paths fail at the same time. Thus, the
probability that transmission fails is less than the proba-
bility that any path fails individually.

Definition 2: End-to-end reliability, $)����� , is the
probability of having a successful data transmission be-
tween two mobile nodes within the time period from �*�
to �+�,�-� , where ��� is any time instant.

Proposition: The end-to-end reliability from the
source node � to the destination node � , $)����� , to route
data along multiple disjoint paths either in parallel or
as alternatives, given that . is a set of disjoint paths, is
derived as:

$)�#�����0/213�
� !54

��/216� �� � � �����*� (2)

3 Multi-Path DSR (MP-DSR)

3.1 Overview

We now present our proposed multi-path dynamic
source routing algorithm, referred to as MP-DSR, which
provides soft QoS guarantees with respect to end-to-end
reliability by discovering a set of multiple disjoint paths
and transmitting data along these paths. When an ap-
plication uses MP-DSR for a route discovery, it sup-
plies an end-to-end reliability requirement, $87 , where9;: $(7 : / . Given this requirement, MP-DSR deter-
mines two parameters for the route discovery: (1) the
number of paths it needs to discover; and (2) the lowest
path reliability requirement that each search path must
be able to provide in order to satisfy $ 7 . We refer to
these two parameters as � � and �=<?>�@BA�C , respectively.
These two parameters are decided based on the available
state information.

The relationship between � � and �=<?>*@BA+C is straight-
forward: when there are fewer paths between the source
and destination nodes, more reliable paths are preferable
and therefore, a higher �
<?>*@BA+C , and vice versa. Once
the source node makes this decision, it sends � � Route
Request (RREQ) messages to search for feasible paths.
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Each message contains information such as � <?>�@BA�C , the
path it has traversed ( � ), the corresponding path reliabil-
ity ( ������� ), etc. When an intermediate node receives the
RREQ message, it checks whether this message meets
the path reliability requirement (i.e. ��������� � <?>*@BA+C ).
If this RREQ message fails to meet such a requirement,
the node will discard the message. Otherwise, the in-
termediate node updates the RREQ message to include
itself in � as well as in � ����� , and then forwards multi-
ple copies of this message to its neighbors. The num-
ber of copies is based on the number of neighbors that
can receive this RREQ message without failing the path
reliability requirement. This number of copies is also
bounded by � � to restrict the degree of message for-
warding inside the network. When the destination col-
lects the RREQ messages, it selectively chooses multi-
ple disjoint paths from these messages, and sends Route
Rely (RREP) messages back to the source node via these
selected paths. Upon the arrival of these RREP mes-
sages at the source node, the source node begins to send
data along these paths.

3.2 Route Discovery

To illustrate the MP-DSR algorithm, we assume that
at time ��� , an application requests a connection between
source node � and destination node � , with end-to-end
reliability denoted as $ 7 . Before sending the route re-
quest (RREQ) message, MP-DSR needs to determine
the following parameters using the route discovery al-
gorithm in Figure 1 (details explained later): (a) � � ; (b)� < >�@BA+C ; and (3) the time window that this end-to-end re-
liability guarantee holds, denoted as �*@ .

In order to guarantee that the end-to-end reliability is
greater than $ 7 , the objective of the route discovery al-
gorithm is to determine reasonable values for these three
parameters with the given $ 7 and local link availability
information. To accomplish this, the algorithm needs
to determine the value of � < >�@BA+C such that in the worst
case, when all paths have their path reliability equal to� < >�@BA+C , the resulting end-to-end reliability, denoted as$)����� , can still satisfy the end-to-end reliability require-
ment (i.e. $)�#����� $(7 ). This implies that given a fixed
value of � � and $ 7 , �=<?>*@BA+C can be determined by sub-
stituting $ 7 into $)����� in Equation (2) as follows:

� <?>*@BA+C=� /21
	��

 /216$ 7

In addition, the route discovery algorithm needs to
determine the value of � � , such that there are at least � �
neighbors whose link availabilities to the source node
are greater than the � <?>*@BA+C computed from Equation
(3.2). Since it is preferable to keep the data and RREQ

Procedure RouteDiscovery �������
begin

for ��������������� �"!#���%$&������')(�!#���+*-,�. /0�
set 13254�17698 :���� � �9; .<.<.<;=1 698 > ��� � �@?A!BDC = 0;
while � B C7E�F and B C7E B+G �H�A�IKJ �#LM�N,O!B+C � B+CQPSR !T > U �WVYX � R[Z 	��\ R]Z � � !

for (each neighbor node, j, in set A) 4
if ��176=8 ^O��� � �-$ T > U �WV#X �I_J �#L`� IKJ ��L PSR !
?

?
if � B+C E I_J �#LW�

return B C ; T > U �WV#X ;#�#�
?

?
?
return error;

end

Figure 1. Initializing route discovery

traffic at a minimum while still meeting the $ 7 require-
ment, the route discovery algorithm attempts to find the
minimum value of � � . Thus, the algorithm begins by
setting the value of � � to / . If there is no neighbor
that can satisfy �=<?>�@BA�C , then the algorithm increments� � by / , and then examines again whether the condi-
tion can be met. The value of � � is upper-bounded ei-
ther by the number of neighbors of node � denoted as a �
or by a system parameter referred to as � 
b�Hc , depend-
ing on which parameter has a lower value. The purpose
of � 
d��c is to restrict the maximum amount of network
traffic from RREQ messages.

In some scenarios, the route discovery algorithm
may not be able to find a suitable value for � � be-
cause the neighbors’ link availabilities are too low at a
specific time window �#� @ � . To resolve this issue, the
route discovery algorithm reduces � @ to raise the val-
ues of link availability between node � and its neigh-
bors. Nevertheless, such reduction of the time window
also increases the overhead of route maintenance mes-
sages, since source node is required to send route check
(RCHK) message every � @ to validate if the end-to-end
reliability can still satisfies $ 7 (details shown later in
Section 3.3). Due to this overhead, it is preferable to
have a larger ��@ . However, the tradeoff of using a large��@ is that validation takes place with a longer time in-
terval, and the reliability guarantee is less stringent as a
result. Thus, there are two system parameters in place
corresponding to the minimum and maximum values for� @ , in order to restrict the overhead of RCHK message
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Table 1. System parameters
� � end-to-end reliability requirementB C the number of paths that the source node aims

to discoverT > U �WV#X path reliability requirement for each RREQ
message�
path that a RREQ message has traversedT ����� accumulated path reliability of path that a
RREQ message has traversed

��� time window that this end-to-end reliability
guarantee holds. It dictates how often the route
maintenance takes place during the lifetime of
data transmission

�����@� end-to-end reliability of multiple pathsBDG � � Upper bound of B C
F ' number of neighbors of node �
������')( lower bound for time window
����� �H� upper bound for time window

while maintaining the guarantees at a reasonable level.
The minimum ��@ is denoted as ��@���� � , while the max-
imum � @ is denoted as � @��+��c . � @����?� and � @��D�Hc are
application-dependent parameters. For example, HTTP
requests may have a smaller windows size while the FTP
application may need a larger window size. The strat-
egy of our route discovery algorithm is to reduce the
amount of RCHK messages, thus it begins by setting� @ to � @��D�Hc . If this � @ raises the link availabilities to
such values that no neighbor can satisfy � <?>*@BA+C , then
the algorithm lowers ��@ with a multiplier of

9
	 �
. This

continues until � � and its corresponding �=<?>*@BA+C are sat-
isfied. If ��@ is reduced to ��@����?� and no appropriate � �
value is found, the route discovery algorithm may then
notify the application with an error. Figure 1 formally
presents the algorithm explained above. For the sake of
clarity, Table 1 summarizes all the notations previously
introduced.

Once the route discovery algorithm has determined� < >�@BA+C and � � , the source node sends an RREQ mes-
sage to the � � neighbors that have the highest link avail-
ability. Among the neighbors in the local broadcast
range, only the intended receivers keep the RREQ mes-
sage, while other neighbors discard the message.

Table 2 illustrates the fields inside a RREQ mes-
sage. In addition to the system parameters (i.e. � � ,� < >�@BA+C , � @ , and $(7 ), a RREQ message stores the path
that the RREQ message has traversed into the path field,
as well as the corresponding accumulated path reliability
into the ������� ����@8� field. Each RREQ message is associ-
ated with an unique request ID; together with the source
node ID, a network node can uniquely identify a RREQ
message. We refer to this pair of IDs as an identifier
pair. When the source node sends a RREQ message, its

� ����� �#� @ � field is set to / while its path field is set to be
empty.

Table 2. RREQ in MP-DSR
1. Source ID
2. Request ID
3. Destination ID
4. RREQ
5. B C
6.

T > U �
7. ���
8. � �
9. path:

�
10.

T ����� ��� � �

When an intermediate node receives an RREQ mes-
sage, the node begins by inspecting the message’s iden-
tifier pair to check whether the message is a duplicate. In
MP-DSR, an intermediate node is allowed to forward at
most � � RREQ messages with the same identifier pair.
After forwarding � � RREQ messages, any subsequent
RREQ message of this identifier pair is discarded by that
intermediate node. To keep track of the number of times
a particular RREQ message has been forwarded, each
node maintains a table of counters for each of the RREQ
message the node has forwarded. This counter is incre-
mented by the number of neighbors to which the node
has sent in each forwarding procedure.

If the RREQ message satisfies the above criterion,
the node needs to update the � ����� �#� @ � field of the mes-
sage, by multiplying this field with the link availability
of the link the message has just traversed. Assume that
the node ID of the intermediate node is 
 and the ID of
the previous node is � , then the update procedure is as
follows:

� � ��� �#� @ � � � � ��� �#� @ ���,	�� � � �#� @ �
Once the update is complete, the intermediate node

makes its forwarding decision by choosing a subset of its
neighbors to receive the RREQ message. First, it deter-
mines the minimum link availability ( � � ��� @ � ) required
for the outgoing links to obey, defined as:

� � ��� @ ��� $(7
� ����� ����@8�

� � ��� @ � is used to ensure that neighbors with their link
availability above �����#��@8� can satisfy $ 7 , when they re-
ceive the RREQ message. Thus, the intermediate node
excludes any neighbors that have its link availability be-
low ���*�#��@8� to receive this RREQ message. Furthermore,
among the candidates of these RREQ message receivers,
the intermediate nodes excludes neighbors that have al-
ready appeared in the path field of the message; this
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ensures that the RREQ message does not traverse in a
loop inside the network. Once the validation is com-
plete, the intermediate node chooses at most � � neigh-
bors that have the highest link availability to be the in-
tended receivers of the RREQ message. Before sending
the RREQ message, the intermediate node appends its
node ID to the path field of the message. To forward
the RREQ message to the selected neighbors, the inter-
mediate node deploys the same local broadcast strategy
as that of the source node, in which only the intended
receivers keep the RREQ message.

3.2.1 Path Selection Algorithm

After the route discovery begins, the destination node
collects multiple route request (RREQ) messages. From
the path fields stored inside these messages, the desti-
nation node uses a path selection algorithm to pick the
set of disjoint paths that can provide end-to-end reliabil-
ity greater than $(7 . To limit the time that the destination
node waits for the RREQ messages, the destination node
sets a timer when it receives the first RREQ message.
When this timer time-outs, the destination node exe-
cutes the path selection algorithm based on the RREQ
messages that are received during the interval between
the arrival of the first RREQ message and the time-out.
Upon the expiration of the timer, any subsequent RREQ
message are dropped by the destination node. Once the
destination node completes executing the path selection
algorithm, it replies to the source node about the result of
its selection by a set of Route Reply (RREP) messages.
Each of the RREP messages stores a single disjoint path;
it follows such a path to traverse back to the source node.

The path selection algorithm is composed of two ma-
jor steps. The first step is path-sorting algorithm, which
is simply a sorting procedure that sorts all feasible paths
(gathered from the RREQ messages) in a descending or-
der according to their accumulated path reliabilities. We
refer to the set of sorted paths as the candidate set. The
second step is a disjoint path selection algorithm that
selects a group of disjoint paths from the candidate set,
such that this group of disjoint paths may collectively
satisfy $(7 . We refer to this group of disjoint paths as the
trace set. Figure 2 formally shows our disjoint path se-
lection algorithm. It takes the outputs of the path-sorting
algorithm as its inputs, which include the candidate set
and a set of path reliabilities corresponding to the candi-
date set (denoted as the reliability set). The main respon-
sibility of this algorithm is to selectively copy disjoint
paths from the candidate set to the trace set, according
to the reliability information in the reliability set.

The disjoint selection algorithm is generally a recur-
sive algorithm. In each recursive step, the algorithm at-
tempts to add a new path to the trace set, and the new

/* Returns a disjoint set that satisfies � � */

set � J���� � �AJ �����	� � 2 4 � C ;=� : ; .<. .<;9��(�
 : ?
set � J ��L��
� F � J�� � F � �������H� 2�4 T C �

8 � �����9; T C �
8 � �����9; .<. .<; T C �

8 � �����@?
set

��� J�� ���	� � 2+4 ?
int DisjointPathSelection(si, failProbability) 4

if (1 - failProbability ��� � ) 4
return success;

?
for (each feasible path ��' in subset

4 ��6 ' , . . . � (�
 : ? ) 4
if ( ��' does not contains node in any paths of��� J�� ����� � ) 4��� J�� ����� � =

��� J�� ����� ���&� '
if (( DisjointPathSelection ( � P R ,

failProbability * � R]Z T ' � 8 � ���@��� = 1)
and ( � ��� J�� ���	� ����� BDG �H� )) 4

return success;
?

?
Remove � ' from

��� J�� ����� �
?
return failure; /* Unable to find a set so far */

?

Figure 2. Disjoint path selection algorithm

path must be disjoint to all of the existing paths in the
trace set. After the addition of the new path, the algo-
rithm continues by calling itself to begin the next recur-
sive step. As each recursive step begins, it obtains two
pieces of information from the previous step:

 Which path in the candidate set that the current step
should start to consider? This is denoted as the start
index ( ! 
 ). This start index normally points to the
path where all the preceding paths before the start
index have already been considered by previous re-
cursive steps.

 The end-to-end failure probability of the paths in
the current trace set, denoted as failProbability in
Figure 2. The end-to-end failure probability may
be straightforwardly computed by multiplying path
failure probabilities, each of which equals to one
minus the corresponding path availability.

If the current recursive step discovers that none of the
paths in the candidate set starting from the start index is
disjoint with those in the trace set, it then removes the
paths that was previously added, and returns the con-
trol to the previous step (backtracking). In this case, the
previous step continues by examining the paths after the
one that has just been removed, and makes a recursive
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call when it finds another path that is disjoint to the trace
set. The algorithm stops when an intermediate step dis-
covers that the paths in the trace set have satisfied the $ 7
requirement, which is equivalent to finding the end-to-
end failure probability less than the required reliability
level (i.e. /�1 $ 7 ). Otherwise, the algorithm returns a
failure.

Once the destination nodes have completed executing
the path selection algorithm, it sends a set of RREP mes-
sage through each disjoint path. As indicated in Table 3,
each RREP message stores its corresponding identifier
pair, destination ID, as well as a disjoint path selected in
the path selection algorithm. Each RREP message tra-
verses back to the source node using the path field of the
message.

Table 3. RREP in MP-DSR
1. Source ID
2. Request ID
3. Destination ID
4. RREP
5. Path: � ; . .<.<;��

When the first RREP message arrives at the source
node, the source node adds the path field into its route
cache and immediately sends data using that path. When
subsequent RREP messages arrives at the source node,
the source node also adds their path fields into the route
cache and may use these paths to send data packets. In
fact, our MP-DSR protocol is fully detached from data
transmission schemes; the application has the freedom
to choose among various schemes to transmit data along
the discovered feasible paths. For example, one possible
transmission scheme is to deliver data to multiple paths
redundantly; another possibility is to use one of the paths
to send data, and in the case of path failure, the source
node can immediately switch to an alternative path. Re-
fer to [2] for details on other alternatives. Notice that
packets may arrive out-of-order at the destination node,
packet re-ordering is assumed to be carried out at the
transport layer.

3.2.2 Route Discovery Failure Handling

There are two possible scenarios in which the source
node may fail to discover a path that meets the end-to-
end reliability requirement, $ 7 .

1. The RREQ message fails to reach the destination
node because all the intermediate nodes fail to meet
path reliability requirement, that is, � � ��� ����� � is be-
low �=<?>�@BA�C . In this case, all RREQ messages are
dropped and a timeout event takes place at the
source node.

2. The path selection algorithm in Figure 2 is unable
to determine a set of feasible paths that can satisfy$ 7 . In this case, the destination node does not send
a reply to the source node.

In either case, the source node needs to initiate an-
other route discovery with a different system parameter
setting. There are two options: one is to decrease the
time window size, ��@ , which results in fewer number of
paths discovered in the next route discovery but there
is a higher probability that these discovered paths have
higher path reliability. The other is to increase the num-
ber of initial path discovery, � � , which in turn lowers� <?>*@BA+C . Thus, the destination node is likely to obtain
more feasible paths for path selection algorithm.

Our approach is a combination of both techniques.
We reduce the value of � @ to obtain better link availabil-
ity at the source node and initiate the value of � � to be
the same as or greater than its previous value. Never-
theless, it is often the case that the value of � � is con-
strained by a � and � 
b�Hc . If the discovery still fails after
several attempts, we set � � to a � and set ��@ to ��@���� �
to compute a new value for � < >�@BA+C . For simplicity, we
limit the maximum number of retries to � in our simula-
tion. If the route discovery fails in the last attempt, the
source node triggers an exception back to the application
to notify this failure. The application may wish to lower
the end-to-end reliability requirement since the discov-
ery failure indicates that the network cannot provide a
high reliability of service. Alternatively, the application
may wish to retry the transmission at a later time.

3.3 Route Maintenance

After each successful route discovery takes place, the
source node can deliver its data to the destination node
through a set of paths. However, these paths may break
at any time instant due to the dynamic nature of network
topology in ad-hoc wireless networks. In the worst case,
all paths may break and the source node can no longer
transmit data to the destination node. In order to main-
tain a reliable and seamless network connection, route
maintenance is necessary to ensure the up-to-date end-
to-end reliability is at an acceptable level relative to $87 .

We assume that in the case of single path failures,
the MAC layer protocol is able to notify the network
layer. The source node may then respond simply by stop
sending data through the broken path. However, such
failure does not trigger the route maintenance.

The route maintenance takes place under two scenar-
ios. The first is when the time window �*@ at the source
node expires; the second is at the time instant when all
paths are broken. Route maintenance in the first sce-
nario requires examination of up-to-date reliability be-
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fore deciding whether a new route discovery is neces-
sary, whereas in the second scenario, the source node
immediately initiates a new route discovery without any
examination.

When ��@ at the source node expires, the source node
validates the end-to-end reliability by sending a route
check (RCHK) message to each of the existing paths.
The end-to-end reliability is valid if its reliability is
above the acceptance level defined as � ��$87 , where �

is an application-dependent parameter less than / 	 9 , and
is referred to as tolerance. The objective of providing a
tolerance parameter is to balance the amount of control
messages resulting from route discoveries during a data
transmission and the degree of end-to-end reliability sat-
isfying the $ 7 requirement. The preference of choosing
a right tolerance is application-dependent. The closer
the tolerance to / 	 9 , the stricter the requirement is and
the greater amount of control message traffic may be
triggered.

Table 4 indicates the fields inside the RCHK mes-
sage. The path field of the RCHK message indicates
the path that this message traverses to collect the accu-
mulated path availability in the � ����� ��� @ � field. When
the intermediate node receives a RCHK message, it up-
dates the � � ��� �#��@8� field by multiplying its value with
the link availability of the next link along the path. Once
the destination node receives the RCHK message, it im-
mediately replies this message with a route check reply
(RCHK-RP) message sending back to the source node as
shown in Table 5. The source node collects the RCHK-
RP packets to validate the end-to-end reliability. If the
validation fails, the source node immediately performs a
route discovery while it continues to deliver data through
existing paths.

Table 4. RCHK in MP-DSR
1. Source ID
2. Destination ID
3. RCHK
4. ���
5. � �
6.

T ����� ���#� �
7. Path: � ; . .<.<;��

Table 5. RCHK-RP in MP-DSR
1. Source ID
2. Destination ID
3. RCHK-RP
4.

T
5. Path: � ; . .<.<;��

4 Optimization

In the previous section, we have presented the basic
operations of our MP-DSR protocol. Further optimiza-
tions may be performed to improve the routing perfor-
mance and reduce routing overhead with MP-DSR. We
discuss some alternatives to optimize the proposed MP-
DSR in this section.

4.1 Timeout Control

In Section 3.2.1, we have presented a mechanism for
restricting the number of RREQ messages in the destina-
tion node by setting up a timeout period. The destination
node waits until the timeout before it proceeds to execute
the path selection algorithm as specified in Figure 2.

To improve the efficiency of the path selection pro-
cess at the destination node, rather than waiting for the
timer to expire in order to begin the selection algorithm,
a better approach is to allow the destination node to com-
pute the selection as soon as a RREQ message arrives
and to finish when it collects sufficient RREQ messages
to satisfy the requirement. In this approach, when the
destination receives a RREQ message, the destination
triggers an event to invoke the path selection algorithm
in Figure 2 based on all the arrived RREQ messages.
Once the destination node is able to obtain a set of paths
that can satisfy the end-to-end reliability requirement,$ 7 , it replies to the source node and discards any subse-
quent arriving RREQ messages.

This approach could also take advantage of a timeout
mechanism: if the timeout expires and the destination
node still cannot discover multiple paths to satisfy the
end-to-end reliability requirement, the destination node
sends a failure message back to the source node. Hence,
there is no fixed time that the destination node needs
to wait, and the maximum waiting time is a fixed time-
out period. This can significantly increase the overall
throughput of the network. However, the trade off is
that the computing power needed to perform the path se-
lection algorithm can be exponentially increased, espe-
cially when the destination node is able to find multiple
paths just upon timeout.

4.2 Routing Reliability Repair

When end-to-end reliability is below the $ 7 require-
ment during the transmission, route maintenance needs
to be performed. Rather than executing a route discov-
ery again, MP-DSR can select additional paths based on
history information.

With this approach, the destination node may refer
to the current disjointed set calculated in the path selec-

7



tion phase for the purpose of end-to-end reliability re-
pair. The destination node selects the set

�
in �01���� 
��

where ��� 
�� denotes the currently transmitting paths. The
source node then sends RCHK message through the
paths in

�
, and sets a timeout period to wait for any

RCHK-RP messages. A set 	 is defined as the paths
in
�

in which the source node receives the RCHK-RP
message during the timeout period. After this timeout,
the source node re-calculates the end-to-end reliability
using paths in 	 . If the requirement can be satisfied,
source node may then update the route cache and use
those paths in 	 for data transmission. Otherwise, a
route discovery still need to be performed as defined in
Section 3.2.

4.3 Shorter Route Discovery

Another possible optimization is to allow the inter-
mediate node to unicast RREQ message if the destina-
tion node is its neighbor and the link between them sat-
isfies the path reliability requirement. Such RREQ mes-
sage handling reduces the number of hops a RREQ mes-
sage needed to travel and it also eliminates unnecessary
broadcast. Further, a path with more intermediate nodes
means lower end-to-end reliability. Thus, eliminating
additional RREQ relay significantly improves the rout-
ing performance. However, if the destination node is a
neighbor of the source node, multicast is still adopted for
route discovery in case the direct route is unable to sat-
isfy the $(7 requirement and multiple paths are required.

5 Performance Evaluation

In order to demonstrate the effectiveness of MP-
DSR, we evaluate our proposed protocol and compare
its performance to the Dynamic Source Routing proto-
col (DSR). We have implemented MP-DSR using the
Global Simulation (GloMoSim) Library [10]. Our sim-
ulation environment consists of � 9 mobile nodes in a
rectangular region of size / 9 959 meters by / 9 959 meters.
The nodes are randomly placed in the region and each of
them has a radio propagation range of ��
 9 meters. The
channel bandwidth is assumed to be / Mb/sec. � 9 con-
stant bit rate (CBR) flows are deployed for data trans-
mission. Simulation time is � hours for every session.

We choose the random waypoint model as our node
mobility model. All mobile nodes have their minimum
mobility speed fixed at

9
m/s, and their pause time is

9
seconds after each node reaches its epoch destination.
We simulate MP-DSR that includes the “shorter route
discovery” optimization method, presented in the previ-
ous section.

5.1 Performance Metrics

Three performance metrics are introduced for perfor-
mance evaluations: Success Delivery Rate (SDR), Con-
trol Overhead Ratio (COR) and Error Ratio. They are
defined as follows:

SDR � Number of Data Received
Number of Data Originated

COR � Number of Control Data Sent
Number of Data Received

Error Ratio � Number of Error Packets
Number of Data Received

Note that all the performance metrics are measured
in the network layer and data is sent redundantly once
multiple paths are established.

5.2 Simulation Results

In this section, we present our simulation results for
both DSR and MP-DSR protocols, followed by perfor-
mance analysis and comparisons.

We begin by examining the effects of the maximum
mobility speed on the performance of MP-DSR and
DSR. The results are shown in Figures 3, 4, and 5. The
epoch length is 
 9 seconds, and $ 7�� 9
	 �

in these sim-
ulations. Figure 3 shows the success delivery ratio for
both DSR and MP-DSR. It illustrates that our proposed
MP-DSR outperforms the DSR at any mobility speed
ranging from 1 to 4 meters/second. We notice that at low
mobility speeds (e.g. / m/s), MP-DSR performs sim-
ilarly to DSR due to the relative stationary node move-
ment. In addition, the simulation results demonstrate the
ability of MP-DSR to obtain consistent success delivery
ratio regardless of the change in node mobility speed. In
contrast, DSR suffers in its success delivery ratio when
the maximum mobility speed increases. Figure 4 and
Figure 5 demonstrate the packet overhead and the er-
ror ratio at different level of node mobility, respectively.
Again, MP-DSR achieves a lower error ratio compared
to DSR. In average, MP-DSR has a lower control over-
head ratio than that of DSR.

Figures 6, 7, and 8 illustrate how MP-DSR responds
to the end-to-end reliability requirement, $ 7 . The epoch
length is 
 9 s and the maximum mobility speed is � 	 
 m/s.
The results in Figure 6 show that MP-DSR achieves a
higher success delivery rate than DSR. Figure 7 shows
a lower control overhead ratio in MP-DSR. In addition,
the control overhead ratio of MP-DSR remains consis-
tent as routing reliability increases. Similarly, the error

8
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Figure 4. Control overhead ratio as a func-
tion of max mobility speed

ratio of MP-DSR is significantly lower than that of DSR
as indicated in Figure 8, and this ratio reduces gradually
as $(7 increases. These observations show the effective-
ness of MP-DSR to reduce the probability of path fail-
ure.

6 Related Work

On-demand routing protocols generally perform well
for wireless ad-hoc networks, since the flooding of route
request messages is only performed when a route is
needed, rather than periodically as in proactive rout-
ing protocols. The degree of flooding is further re-
duced by using multi-path routing protocols, which have
been proposed to discover multiple paths for data trans-
mission. Such protocols can be considered as a hy-
brid of proactive and on-demand routing, because route
discovery is invoked on-demand while route mainte-
nance is done on a proactive basis. Examples of such
multi-path protocols include Temporally-Ordered Rout-
ing Algorithm (TORA) [8] and Split Multi-path Routing
(SMR) [5]. In TORA, the source node constructs mul-
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Figure 5. Error ratio as a function of max
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Figure 6. Success delivery ratio as a func-
tion of $ 7
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Figure 8. Error ratio as a function of $ 7

tiple routes by flooding a query message followed by a
set of update messages. However, TORA does not have
any mechanisms to evaluate the quality of these multiple
paths and this leads to its poor performance. MP-DSR
overcomes this problem by selectively choosing more
reliable paths and by providing soft guarantees on the
end-to-end reliability. SMR [5] extends DSR in the way
that the destination can discover two paths for each route
request, in which one is the shortest path, and the other is
the maximum disjoint path. There is no explicit enforce-
ment of disjoint paths and this differs from our work, be-
cause our algorithm enforces the use of disjoint paths in
its route discovery in order to use the definition of path
reliability to provide end-to-end reliable service.

Previous work in QoS routing for ad-hoc wireless
networks focuses on guarantees with respect to band-
width, cost and delay. One of such routing protocols
is the ticket-based QoS routing protocol [2]. It consid-
ers two kinds of routing criteria: the delay-constrained
least-cost routing and the bandwidth-constraint least-
cost routing. It uses ticket-based probing to control the
number of route queries and to find multi-path in paral-
lel. In comparison, our MP-DSR considers the dynamic
nature of network topology as well as the importance to
offer continuous network connection in certain mission-
critical applications. Thus, the objective of our protocol
is to improve the level of service by providing guaran-
tee with respect to end-to-end reliability, and to prob-
abilistically guarantee the required connection lifetime.
In addition, our MP-DSR differs in the way of search-
ing multiple paths; the route discovery in our protocol
relies only on local link availability information at each
intermediate node to perform the route request (RREQ)
message forwarding, without resorting to any global in-
formation as was used in [2].

7 Conclusion

In this paper, we have proposed a multi-path dynamic
source routing (MP-DSR) protocol to provide data trans-
mission with higher end-to-end reliability in wireless ad-
hoc networks. The objective is to provide a reliable route
for packet transmission with a minimum network over-
head. We introduce a QoS parameter, end-to-end reli-
ability, which is used for path selections. Applications
can specify their end-to-end reliability requirements to
control the routing failure probability. With our algo-
rithm, data transmission can then be soft provisioned
with limited extra overhead. End-to-end reliability is
also maintained throughout the whole transmission life
time. Simulation results show that our MP-DSR can
offer higher and more consistent success delivery ratio
than DSR. In addition, the lower error ratio of MP-DSR
illustrates that its end-to-end transmission is more reli-
able. Finally, the control message overhead in MP-DSR
is almost identical to that of DSR in average cases.
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