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Abstract—Distributed storage systems provide large-scale re- a much smaller degree of redundancy than simple replication
liable data storage by storing a certain degree of redundanc for the same reliability [3]. For example, a file of size bits
in a decentralized fashion on a group of storage nodes. To can be divided intd: blocks, each of size\/k, and then be

recover from data losses due to the instability of these node . .
whenever a node leaves the system, additional redundancyaliid encoded inton coded blocks with arﬁn, k) MDS code, to be

be regenerated to compensate such losses. In this contexhet Stored inn distinct storage nodes, and afyblocks can be
general objective is to minimize the volume of actual netwdc used to recover the original file.

traffic caused by such regenerations. A class of codes, calle  However, if minimizing network bandwidth used to regener-
regenerating codes, has been proposed to achieve an optimal frade- 446 gata on the newcomer becomes the objective instead, with

off curve between the amount of storage space required for sting L .
redundancy and the network traffic during the regeneration. In MDS codes, a newcomer needs a minimumi:dflocks, i.e. a

this paper, we jointly consider the choices of regeneratingodes total of M bits, to regenerate its new coded block of sfeg/k
and network topologies. We propose a new design, referred tas  bits; while only M /k bits are required if replication is used.

RCTREE, that combines the advantage of regenerating codesith  Dimakis et al. [2] and Wuet al. [4] have shown the surprising
a tree-structured regeneration topology. Our focus is the efficient result that, deterministic linear network coding (definegroa

utilization of network links, in addition to the reduction of the fficiently | finite field b d to desi | f
regeneration traffic. With the extensive analysis and quaritative sufficiently large finite field) can be used to design a class o

evaluations, we show that RCTREE is able to achieve a both fas Minimum-bandwidth regeneratingdes to minimize bandwidth
and stable regeneration, even with departures of storage mes required for the regeneration, as long as more thatorage

during the regeneration. ~nodes, calledproviders can be contacted by the newcomer
R;;gﬁér;ﬁ’rgsa)zgg'b“ted Storage System, Data Regeneration, qyring the regeneration. Acedanskial. [5] has also evaluated
the role of random linear coding, rather than determinlstiar
codes, in distributed storage systems.
Though it is encouraging to design minimum-bandwidth re-
Large-scale distributed storage systems are designedto generating codes to minimize bandwidth, the existingditere
vide reliable services of data storage, by storing a dedgrdata has not focused on the role of thetwork topology within
redundancy in a decentralized manner, across a large numbhich the regeneration process takes place. It has cooventi
of storage nodeén the system [1]. These storage nodes maglly been assumed that the regeneration process is pedarme
be off-the-shelf cluster nodes in large-scale data centisk a simplestar-structuredtopology,i.e., the newcomer receives
arrays in storage area networks, or even ordinary end hostgled blocks directly from each of providers. In the overlay
across the Internet, organized in a peer-to-peer fashion.  mesh connecting storage nodes, however, not all overlag lin
Regardless of their reliability, however, storage nodes @njoy the same available bandwidth. If we take into accdumt t
distributed storage systems may fail, leading to the daga.loheterogeneity of bandwidth on links between storage nagles,
In fact, large data centers are designed to treat storage node-structuredtopology naturally ensues, in which providers
failures as theule, not theexceptionWith the presence of nodeare allowed taelay regeneration traffic to the newcomer. How
failures, it is desirable to maintain a degree of datdundancy should we construct such a tree to efficiently utilize avdda
such that a subset of storage nodes is sufficient to recoeer landwidth on each link between storage nodes? How should
original data. When a storage node does fall, it is necedsarywe jointly consider the construction of regeneration trapd
regeneratedata in a replacement node, callech@wcomerin the design of regenerating codes?
order to restore the required degree of data redundancy. Hown this paper, we consider the general case of constructing
such regeneration is to be performed depends on the desigeoh tree-structured regeneration topologies, with aati
objectives of codes to achieve redundancy. number of providers in a tree topology, as well as the use of
If the objective is to minimize the storage space needeegenerating codes to achieve the storage-bandwidth aptim
for redundancy, it has been shown that Maximum Distanteade-off curve. Our new design, referred to as RCTREE, is
Separable (MDS) codes are optimal for such minimum-storagkele to work effectively with the bandwidth heterogeneity.
regeneration [2]. It has been used in the literature to raaint RCTREE even considers the case that the storage node may fail
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Fig. 1: Examples of four regeneration schemes: STAR, RCSTHREE and RCTREE.

during the regeneration process. With the extensive aisaysl each storage node stor% bits and onlyﬁ bits are
quantitative evaluations based on statistical data ine®lai, transmitted on each link in the regeneration, wheres the
we are able to show that RCTREE helps to be one step closember of providers. Different from MDS codes, the original
towards a practical repair of failed storage nodes in diistéd file is divided into more thark blocks. The coded blocks are
storage systems. their deterministic [4] or random [6] linear combinationsda
The remainder of the paper is organized as follows. Sec.dach storage node stores more than one coded blocks.
shows the advantages of RCTREE with an illustrative example Even though MSR codes are not able to reach the minimum
In Sec. Il we introduce the network model, and present owsgeneration traffic of regenerating codes, they cost thst le
extensive analysis on the regeneration tree. Sec. IV pespoamount of storage space in storage nodes. Other kinds of
RCTREE with detailed analysis. Sec. V analyzes the staliifit regenerating codes can further reduce the regeneratiffic tra
RCTREE in comparison with some existing schemes. Sec. ¥Wlth an increased storage cost, but MSR codes use the storage
concludes this paper. space most effectively. Therefore, we consider MSR codes in
this paper. In Fig. 1(c), with the employment of MSR codes in
STAR (RCSTAR), there will be onlpalf of % bits transferred
on each darkened edge. Therefore, the regeneration timgecan

Il. BEYOND REGENERATING CODES:
A MOTIVATING EXAMPLE

We now introduce an illustrative example of data regener: | ced to—t— seconds
ation in the distributed storage system in Fig. 1. Fig. 1(a 20Mbps i

shows the network model. There are five storage nodes, dkn IeSTAR and RCSTAR, however, suffer from the bottleneck

by Vo, Vi,Va, Vs, and V. The bandwidth capacity of the inks of (Vy, V) and (Vy, V2), respectively. If we consider the

link between two providers is heterogeneous. We assume tH:élfs between providers, we can utilize these links to byphe

the redundancy is coded by @,3) MDS code, stored in slow bottleneck link in STAR. In Fig. 1(d), we show an example

: he tree-structured regeneration (TREE), with threevioiers
1, Va, Vs, Vy, and a departing storage node. Each storage no?{et . ) .
AR b g g g of V1, V3, andVy. A spanning tree, calledegeneration tregis

stores a coded block o¥! bits, if the size of the original data .
is M bits. In order to regenerate the lost redundanigy,is constructed ovedy, V1, V2, and V. Vi receives data fronvs
selected to be the newcomer. Singe3) MDS code is us,ed and V,, encodes the received data with the data it stores, and

Vo needs to receive redundancy from at least three providel."gs(?ndS the encoded dataltg. By streamlining the relay ofi:,

Fig. 1(b) — Fig. 1(e) show illustrations of four regenera'—'e" V1 encodes the data byte-by-byte rather than after receiving

tion schemes. For the conventional star-structured regéon tEe \Il'\/hlflbe block, the r((ajgeneract;oR t'mi will be bottl_eneqhyd_
(STAR) in Fig. 1(b), ifV; selectsVy, V3, andVy as providers, t ?A ink betweerl; andVj, and thus the regeneration time is

it receives data directly from the three providers, illagtd by T5nbps S€CONds only.
the darkened edges. Considering the regeneration timethe ~ In our previous work [7], we have analyzed the bottleneck
time that the newcomer spends on regenerating a new cofé@dwidth that the tree-structured regeneration can aehie
block. STAR costs—4— seconds to accomplish the regenYet with the constraint of exactly providers, namely three
! 25Mbps . . . . .

eration, because the transmission is bottlenecked by tike IProviders in Fig. 1(d). In fact, as shown by Fig. 1(c), if taer
betweer, andV;. We ignored the encoding time of MDS codéeS only one storage node losing its data among a total of five
because the processors usually perform encoding opesatidfPrage nodes, there are four storage nodes available teeloe u
much faster than the network transmission, and the encodf%y Providers in the regeneration. In Fig. 1(e), we construct
can be performed simultaneously with the transmission, ~ @ regeneration tree with'y, V2, Vs, and Vs as providers, and

On the other hand, if more than three providers, for exampks® MSR codes in the syster/ra. As a result, the regeneration
Vi, Va, Vs, andV;, are used as providers in the regeneration, réme can be further reduced %%TTps seconds. Compared with
generating codes [2], [4] provide a way to reduce the banttwidSTAR in Fig. 1(b), the regeneration time is reduced by 58.3%
usage in the regeneration. Apart frominimum-bandwidth in RCTREE.
regeneratingcodes, Wuet al. also proposeminimum-storage  In this paper, we present an in-depth analysis of the general
regeneratingMSR) codes, which cost the same storage spacase that the number of providers is variable, and propose

on storage nodes with MDS codes. For @nk) MSR code, RCTREE, a combined scheme of regenerating codes and TREE.



In addition, we also considers node failurkgingthe regener-  In order to get an optimalr, d)—regeneration tree, which
ation. We compare the stability of STAR, TREE and RCTRERas the maximum bottleneck bandwidth, we can use Prim’s
from the perspective of lifetime of regeneration trees. algorithm, which constructs a maximum spanning tree sigrti
from the root inductively. If the root has been selected,hia t
rt" step of Prim's algorithm, there are + 1 nodes in the
In this section, we present an in-depth analysis of TREE, theéoduced tree, whose bottleneck bandwidth is optimal among
tree-structured regeneration in the general case withiablar all (r, d)—regeneration trees i6'(d; n, k).
number of providers. We first introduce our network model for Theorem 1:After thert" step, Prim’s algorithm can produce
the regeneration process in distributed storage systetmsn Tan optimal(r, d)—regeneration tree it(d; n, k).
we validate Prim’s algorithm to obtain the optimal regetiera Proof: When r = 1, the proof is clear. The Prim's
tree, analyze its bottleneck bandwidth, and show the glyatealgorithm will select the maximum edge incident ¢ at
of deciding the number of providers. the first step. Suppose this statement is true whea ko,
0 < ko < d. After thek}" step, an optimalk,, d) —regeneration
A. Network Model tree T}, is produced. ?Assume that(ai:oa—ﬂk 1, d;—regeneration
We assume that in a distributed storage system, redundgee 7y ., is produced after thék, + 1) step, ance is the
data is produced by afn, k) MDS code, which divides the selected edge at th@ + 1) step. Ifw(e) > B(Th, ), Thos1
original file into k blocks, F, F, ..., Fj,, and encodes themis an optimal(k, + 1,d)—regeneration tree, otherwise it will
into n coded blocksBy, B, ..., By. In the network, with contradict with thaff}, is an optimal ko, d)—regeneration tree.
respect to one file, there are storage nodesly, Va, ..., V,, If we) < B(Ty,), clearly B(Ty,) > B(Tk,+1). Assume
storing then coded blocks. We assume thB} is stored in that there exists a tre®] ,, with root Vo, and B(T}, ,,) >
Vi,i=1,2,...,n,for this storage space allocation scheme wilg(7;, . ,). Removing one of the leaf nodes excéftand the
lead to the optimal recovery rate [8]. Without loss of gefigfa edge incident to this node ify, . ,, we obtain another treg], .
assume that3, gets lost. Another coded block will then beand thusB(T,) > B(T},) > B(T} 1) > B(Tky+1).
regenerated in a newcomép. Assumed storage nodes are |f the number of the nodes iff}, U T}, is more than
active in the regeneratioe,g.Vy, V2,..., andVy. In orderto g, 4+ 1, then the weight of the bottleneck edge of ttig +
maintain the MDS property}, should receive data from at1 g4)—regeneration tree constructed by Prim's algorithm in
leastk nodes of thed active storage nodes, called providersy; T}, is no less thanB(T}, ,,), and thus must be more

k < d < n. Let(V;,V;) be the undirected edge connectinghan B(T}, ). This contradicts with the fact tha (Z},+1) is
Vi andVj;, andw(V;, V), the weight of(V;, V), represent the constructed by Prim’s algorithm.

IIl. CONSTRUCTINGREGENERATIONTREES

bandwidth capacity ofVi, V;). _ If the number of the nodes iff},, U T}, is exactly ko +
In this paper, we present the network model in the re; the node set off}, is the same with that of} . Since
generation as an undirected complete graghi;n,k) = the uniqueness of the edge weight leads to the uniqueness of

{V(d+1),E(d+1),w}, k < d < n, whereV(d + 1) = the maximum spanning tree, we ha¥g, = T} . By Prim’s
{Vo,Vi,....Va}, and E(d + 1) = {(V;, V})|[0 < i < j <d}. algorithm, we thus havé (T}, ) = B(Tk,+1). This leads to
Vo is the newcomer and other nodeslif{d + 1) are storage the contradiction. ]
nodes, at least nodes of which should be selected as providers. From the proof of Theorem 1, we can easily get the following
We assume that the weight of each edgefid + 1) is corollary, which reveals the strategy of deciding the numife
different from other edges. In the wide-area network orrim&  providers in TREE.
this holds with high probability. Fig. 1(a) is an example of Corollary 1: Given G(d; n, k), the bottleneck bandwidth of
G(4;n,k),n >4 > k. an optimal(r 4+ 1, d)—regeneration tree is no better than an
optimal (r, d)—regeneration tree.
Fig. 2 shows the output of Prim’s algorithm on the network
Given the network model, the following definition describeg,gdel in Fig. 1(a). The four steps correspond to an optimal
the tree-structured regeneration. (r,4)—regeneration tree; = 1,2, 3, 4, whose bottleneck band-
Definition 1: In G(d;n, k) = {V(d + 1), E(d + 1),w}, an  width are 55Mbps, 50Mbps, 45Mbps, and 40Mbps, respec-
(r,d)—regeneration tree is a tree whose roo¥isand covers tjyely. We can see the employment of more providers will not

r providers inV(d + 1), k <r <d. . “improve the bottleneck bandwidth in TREE.
In an(r, d)—regeneration tree, the non-leaf providers receive

data from their children nodes, encode the received data wit- Bottleneck Bandwidth of the;, d)—Regeneration Tree

the data they store, and relay the encoded data to their tparerSince we have obtained the optinfal d)—regeneration tree
nodes byte-by-byte. By the relay of providers, the newcomby Prim’s algorithm, we analyze its bottleneck bandwidth in
will get a linear combination of coded blocks of providers, this section. We represent the bottleneck edge in the optima
though it may probably connect to fewer thanproviders (r,d)—regeneration tree by its sequential index in the edge set.
directly. On each edge in the regeneration tr%bbits of data Based on the probability of the sequential index and the ex-
are transmitted. The bottleneck edge is the least weigligd e pected bandwidth of the edge with the corresponding seiplent
in the (r, d)—regeneration tree. index, we can obtain the expected bottleneck bandwidth.

B. The(r,d)—Regeneration Tree
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that (V,,, V3) is its bottleneck edge and it is th& maximum
v ‘ . edge inFE(d),0 < a < b < d. Removing all the edges in
@sieps E(d) whose weight is less thagV,,V,), we can see that
Fig. 2: Regeneration trees aftef’ — 4" steps of Prim's (4, r;i) equals the probability that any edges connecting
algorithm on the network model in Fig 1(a). The bottleneckodes inV(d) can form an(r — 1,d — 1)—regeneration tree.
bandwidth decreases with the increased number of providens the position of(V,, ;) has been determined, apparently the
Definition 2: Let e be the bottleneck edge of an optimanumber of ways to select othér- 1 edges inE(d) is Cj; ;.
(r,d)—regeneration tree inG(d;n,k), produced by Prim's We now consider the number of regeneration trees. The
algorithm. If e is the i"* maximum edge inE(d + 1), probability ofa = 0 is 2. Divide V; into two groups,V,)
orree(r, G(d;n, k)) = i. andV;. Let V, belong toV{,y andV; belong toV{;). Assume
The following property gives the upper and lower bounds df,y containsl nodes,1 <! <r — 1. Sincel; andV; belong
otree(r, G(d;n, k)). to Vi) and V() respectively, the number of ways to assign
Property 1: r < orree(r, G(d;n, k)) < Mgy —d+1, where otherd — 2 nodes into the two groups '@ﬁl:g. On the other
Mg = @. hand, the probability otz # 0 is %2. However, now there
Proof: There arer edges in the(r, d)—regeneration tree, are two possibilities thak, can belongs to eithel,) or V).
sor < orree(r, G(d; n, k). BecauseG(d;n, k) is a complete Moreover, since now, # V,, we have2 <[ <r — 1. As we
graph, it isd-edge-connected(d; n, k) will still be connected need to assign othef— 3 nodes into the two groups, there are
after removingl — 1 edges, srree(r, G(d; n, k)) < Mgy —  C% ways to achieve this.
d+1. ) o m Since we have determined the nodeslin, and V(;), we
The following Iemma} shows the probability ofpeed to assign other— 1 edges exceptV,, V) into V,) and
otree(r; G(k;n, k)), @ special case of the network model thay;,\ to form an(r —1,d — 1)—regeneration tree. Suppose there

the number of providers is exactly. are R(d,r,i,1) ways to achieve this, we get Eq. (3).
Lemma 1:[7] Let Q(I,j) denote the number of the con- (d,ri,1) way ' get Eq. (3)

nected graphs which contaidabeled nodes ang edges, and ~Now we considerz(d, r,,1). Without loss of generality, we
P(k+1,%) denote the probability thatrree(k, G (k; n, k)) =i. assume thaly € V{,). Assume there aré; edges inV(,
Thus inG(k;n, k) = (V(k+1),E(k +1),w), if k <i < andi—1-1, edges inV,. Thei, edges inV(, have to
M1 —k+1, construct a spanning tree dn,). By Eq. (1), the number of
k i—1 ways to achieve this i€)(l,4,). For thei — 1 — 4; edges in
YO X QUMK+~ 1Li—1— ) Vis), an spanning tree has to be constructed diigrand at
P(k+1,i) = = , (1) least othert — 1 nodes inV,), r —1 <t < d — [, otherwise

=0
i—1
Oy -1 the (r — 1,d — 1)—regeneration tree can not be constructed by
and Prim’s algorithm. There ar€’~; , ways to select the nodes
covered by the spanning tree, sifigehas been selected. Assign
o i edges into thesenodest — 1 < i, <i—1— 1y, and there
QL) =9 Cu 2 PUi) 1-1<j< My (2) areQ(t,i2) possibilities by Eqg. (1). For the remaininig-[ —t
=t : nodes and — 1 — i; — i, edges, just assign such number of
0 7> M;. .
edges as the edges connecting thésel — ¢t nodes. and the
Based on Lemma 1, we show the probabilityoekee in the  number of ways isCi, ="~ In summary,R(d,r,i,l) =
d—1—t 3 )

‘ (c) step 3

0 j<l—1;

general modelG(d; n, k). i—1 d—1 i—1—iq o
Theorem 2:Let p(d + 1,7 + 1;i) be the probability that > Q(l,i1) >, Cy =1, 2 Q(t,ig)C}\;dlj“t*”. [ |
otree(r, G(d;n, k)) = i. We havep(d, r;i) = i1=1—1 t=r—1 ia=t—1 -
- o Whend = r = k, Eq. (1) is a special case of Eqg. (3).
2 N CLR(d, i, 1) + 292 S O 2 R(d, 0, D) Let Eg.n,,,) denote the expected bandwidth of thié
=1 =2

(3) Maximum edge irE(d). We can obtain the expected bottleneck
bandwidth of the optima(r, d)—regeneration tree i¥(d; n, k)

i—1 )
OMdﬂ



by Eq. (5): Algorithm 1 Find an optimal(r, d, k)—regeneration tred’
in G(d;n, k), k < r < d. Define E oo = {(Vo,Vi)|i =
1,2,...,d}, and D(T) = |Eroot N {edges inT'}|.

1T« 0

2: for i 1 tor do

Mgyq—d+1
Erree(r, G(d;n, k) = Z pld+ 17+ 10 B, . (6)

3. e; — the largest edge makirgj| J{e;} a rooted tree
IV. REGENERATION WITH REGENERATING CODES 4 T —TUe}
. 5. end for
A. Regenerating Codes 6: for i — D(T)+1tor—k+1do

In Sec. Ill, we show a general analysis of the regeneratioin: e; < the largest edge E, .ot — T
tree using(n, k) MDS codes. Though the bottleneck band-8: ey < any edgec T' — E,,,x makingT' | J{ei} — {e2} @
width can be improved if we have more storage nodes as tree rooted by}
the candidates of providers, employing more providers does T « T |J{e1} — {ez2}
not provide a substantial improvement. First, according twm: end for
Corollary 1, the increased number of providers does nagveli  afinition 4: Let ¢ be the bottleneck edge of an optimal
the bottleneck further. Second, it incurs more networkfitraf é

; . ' (r,d, k)—regeneration tree inG(d;n,k), produced by Al-
in the regeneration, because more edges are employed in t8Gthm 1. If ¢ is the it maximum edge inE(d + 1)

(r,d)—regeneration tree and the traffic on each edge ha; B%tCTREE(T,G(d;an)) -
been reduced. Therefore, we propose RCTREE, combininQ\gtice  that  an (r.d, k)—regeneration  tree s

minimum-storage regeneratin(j\/ISR) codes with the tree- giii  an (r,d)—regeneration tree. By Property 1,
structured regeneration (TREE). r < oretredr, G(d;n, k) < May1 —d+ 1.

Compared with MDS codes, MSR codes can reduce thénow we show the probability ofrerredr, G(d: n, k). In
regeneration traffic. Since the number of providers is \dgia Al%orithm 1, some edges may be added into the optimal

in this paper, the coding scheme of MSR codes should adapt;) _regeneration tree if the degree constraint of the root is
to this. For the regeneration witth providers, the file should o satisfied (Line 6 — Line 10). We first discuss whether this

be divided into at least:(d — k + 1) blocks to achieve the | gecrease the bottleneck bandwidth of the regeneratiem
lower bound of regeneration traffic [6]. Assume that the ioag Lemma 2:Let 0F1k2) — _nl (< ky, ko < . Let p(d+

file are divided intoL blocks, andd is the maximum integer 1 , | 1 .. ;) pe the. probziaillftl;/kfrll’abRCTREE(r G(din, k) = i

that satisfiesi(d — k + 1) < L. L should be large enoughang . edges inE,..; have weights more than thé" edge in
so thatd > k, i.e, there can be at leadt providers in the E(d+1). p(d,r,c;i) =

regeneration. Each storage node sto[ré@ coded blocks. In 1 1

the regeneration with providers,k < r, for RCTREE, each 2422 S Ch2S(d, i L) + 23 O LS(d, iyl e — 1)
provider encodes it§%| coded blocks into[ [ Lblocks =2 =1 , (6)

r—k+1 Ci—l
and then sends them to its parent node. Then the newcomer Ma—1

receives a total of [ [] W blocks and finally encodes them © —1 <i < Mg — (d — 1) + 1, where

r—k+1
into [£] blocks, so the newcomer has to receive data directly i1 P
from at leastr — k + 1 providers. The traffic on each link is  S(d,r,4,l,¢c) = Z Q'(,i1,¢) Z ch
m bits approximately ifL is large enough. i1=l—1 t=r—1
Definition 3: An (r,d, k)—regeneration tree i/ (d; n, k) is i1l7h o
a tree with rootV;, whose degree is at least— k + 1, and : Z Q(t,i2)Chy, 272, (7)
coversr providers inV(d + 1), k <r < d. ia=t—1
Algorithm 1 shows how to get an optimal and
(r,d, k)—regeneration tree. We first construct an optimal 1 l=1,j=c=0;
(r,d)—regeneration tree by Prim’s algorithm (Line 1 — Line J < . ;Vlllflfcmcﬁf’
5). If the degree of the(r,d)—regeneration tree is invalid, o/(; ; c) — Z Z p(l,l,c,z)v
we adjust the edges in the tree by adding the edg&,in, i=l-1¢/=max{l,c+i—j} oM
inductively (Line 6 — Line 10). Isesi-li-2<j-c< Moy,
0 otherwise.
(8

B. Bottleneck Bandwidth of the Optim@al d, k)—regeneration

tree Proof: Eq. (6) can be proved similarly with the proof

of Eq. (3). InG(d — 1;n,k), given an optimal(r — 1,d —

In this SeCtion, we discuss the bottleneck bandwidth of th?k)_regeneration tree produced by Algonthm 1, its bottleneck
optimal (r, d, k) —regeneration tree produced by Algorithm 1 edge (V,,V,) is the i"" maximum edge inE(d), 0 < a <
Similar to Definition 2, we giVe the definition Q‘f’RCTREE of b < d. We remove all the edges |E(d> whose We|ght is
the optimal(r, d, k)—regeneration tree it(d; n, k). less than(V;, V). Divide V; into two groups,Vi,, and V).



Let V, belong toV(,) andV, belong toV;. AssumeV,) Prim's algorithm (Line 1 — Line 5) is also a(r — 1,d —
contains! nodes. LetS(d,r,i,l,c) represent the number of1, k)—regeneration tree, or there are enough non-selected edges
ways of assigning — 1 edges intoV(,) and V(; to form an in E,,,; with weights larger than theé!” edges inE,, the
(r—1,d—1,k)—regeneration tree. Thus replacifitfd, r,7,l) bottleneck edge of the optim&t — 1, d — 1)—regeneration tree

by S(d,r,i,1,¢) in Eq. (3), we can obtain the proof of Eq. (6)will still be the bottleneck edge of the optim& — 1,d —

Let V(,) and V{3, containV, andV;, respectively. Without 1, k)—regeneration tree. These cases occur with probability
loss of generality, we assume th4f,) containsl;. Note thatV, Ti
may equaly. We defineQ’(1, j, ¢) as the number of connected,_, 55_; 1,
graphs onV/, (I nodes with one given rodt) with j edgesin  However, if the degree of the root of the — 1,d —
which there are edges inE.,.; having weights larger than the 1)—regeneration tree produced by Prim’s algorithm is less than
i"" edge inE(d). Thus Eq. (7) can be obtained from Eq. (4} — k, and there is no enough non-selected edge to be added
by replacingQ(l,i1) with Q'(l, 41, c). into the tree (Line 7 — Line 9 in Algorithm 1), the bottleneck

Now we prove Eq. (8). We defin@’(l, j,c) = 1 whenl =1 pandwidth of the optimalr — 1,d — 1, k)—regeneration tree is
andj = ¢ = 0. OtherwiseQ'(l,j,c) > 0 if and only the |ess than that of the optima&" — 1,d — 1)—regeneration tree.
following two conditions are both satisfied: Assume that there areedges inE,..; with weights larger than

1) Since there arenodes inV,), there should be at mokt- thei** maximum edge i, 1 < ¢ < r—k—1. Because of the

1 edges with weights no less than tH& maximum edge degree constraint of the root— k — ¢ edges with weights less
in E;. Meanwhile, in order to guarantee the connectivitthan the;** maximum edge should be added into the optimal
of the (r,d, k)—regeneration tree, there is at least ong- — 1,d — 1)—regeneration tree. If the minimum edge added
edge inE,..; with weight larger than thé'” maximum is the j** edge inE4,j > i, this is equivalent to selecting
edge inEy, ie,1<c<i-—1. d — 1 — ¢ edges, in which thér — k — ¢ — 1) edge is the
2) Nodes inV,) — Vj are connected. Thus-2 < j —c < 4t edge inE,.,.;, from a total number of\/; — j edges. This

r—k—c—1,~d—1—r+k

p(d,r,c;1).

My N o probability is ——__*4—* _ Thus, the probability of this
When the two conditions above are satisfied, all tm@des kCAlfdfj . } .
i . LTk Crk-e—lgd—1-rt
are connected, sb— 1< < Mz. Assu_me that the bottlen_eck_klnd of casesis 3 3 p(d,r,c;j) lflﬂcdflf{fﬂ ) -
edge of the maximum spanning tree in such a graph satisfying =1 j<i My—j

the conditions above is thé" largest edge among thg  Similar to Eg. (5), we obtainErcrredr, G(d;n,k)),
edges, and the degree of the root in the maximum spann??&d kexpected kt)_ottI?nec!%; dt?an(l:ivyldth of the optimal
tree isc¢’. We havemax{1l,c+ i — j} < ¢ < ¢. The number r.d, k)—regeneration tree iti(d; n, k):

of such kind of maximum spanning trees 6§, p(l, 1, ¢, 7). Erctree(r, G(d;n, k) =

There are stillj — ¢ edges to be assigned into the graph. My —dt1

Among the j — i edges,c — ¢’ edges should be assigned Z pRETREER) (g 4 1 P+ Li)E () (0)
’ ’ Mgyq)”

to connect the rooti(— 1 — ¢ candidates of paositions), and
j—1i—c—+ ¢ edges to be assigned to connect the non-root
nodes (; — i — [ + ¢’ + 1 candidates of positions). Thus th
number of graphs istflp(l,l,c’,z’)C’f__f/_c,Cj’i*C“l

=7

. Quantitative Results

Becausej — i — ¢+ ¢ >0, ¢ > ¢4 d Agj/_(}’_jlfg)“: In this section, we compare the regeneration schemes of
j c _ , o , STAR, TREE, and RCTREE by a quantitative evaluation. We
‘ > Cup L D)0 O e = assume that iG(dik,n) = (V(d + 1), E(d + 1),w), w, the
’:;_1 ma"{l"“cr“ﬂ} (-1 e’ weight of the edge if/(d + 1), satisfies a uniform distribution
3 N p(l 1, i) 2= m UJ[0.3Mbps, 120Mbpg, which reveals the bandwidth capacity
i—l—1 ¢/=max{1,c+i—j} O between nodes in PlanetLab [9].

Based on Lemma 2, we can obtain the probability of By the theory of order statistics [10], we obtain the value
orctree(r, G(d;n, k)), by simply checking whether there areof ;.. ,) under the distribution ofU[a,b], where a =
enough non-selected edges ..., so that the bottleneck 0-3Mbps, andb = 120Mbps:

bandwidth will not be affected. b—a) (Mg —i+1
Theorem 3:Let pRCTREER) (41,7 +1;14) be the probability Eliny,) = ( a)]\(/[ k+:_ 1Z ) ¢ a (11)
that orctredr, G(d; n, k)) = ¢ in G(d;n, k). kol
r—1 Since the bottleneck edge of STAR with providers in
pRETREER) (1) = Z p(d, 7, c;i)+ G(d;n, k) should be the*" maximum edge irE, ,.;, we obtain
Sl its bottleneck bandwidth by Eq. (12):
r—k—1 Cr—kem1gd—1-rtk ) _ d—r+1
Z Zp(d7 r, i ) ’Lilijchfli\/idil ) Estar(r,G(d;n, k) = (b— a)ﬁ + a. (12)
c=1 j<i Mg—j

Proof: In G(d — 1;n,k), according to Algorithm 1, if We compare B(r,G(d;n,k)), the virtual bottleneck
the optimal (r — 1,d — 1)—regeneration tree produced bybandwidth of STAR, TREE, RCSTAR (STAR with

3
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Fig. 3: Virtual bottleneck bandwidth of five regeneration
schemes.

regenerating codes), and RCTREE. The regeneration time is v, (C)C»;;M.thenewwmm“s

By For STAR and TREE Bstar(r, G(d;n, k) =

ESTAR(Ta G(d; n, k)) and BTREE(ra G(d; n, k)) = | h A v th i fail .

Frree(r, G(d;n, k). For RCSTAR and RCTREE, eaves the system. Apparently the regeneration fails.esihe

Brestar(r G(d: n, k) = (r — k + 1) Estar(r, G(d; n, k)) and data can be regenerated at the newcomer any more.

BRCTREE(”” G(d? n, k) = (r— &+ 1)ERCTRI;E(T é(;ln k) Since STAR can be regarded as a special form of TREE,

because the amount of transferred data on each e(’:igea'iw RCTREE constructs a regeneration tree with the degree

G(d;n, k) is 1 M pits constraint of the root, we discuss the continuous transomss
- rokrl K : time in the regeneration tree with node departures. Assume

Fig. 3 shows the evaluation result@(15;n,3), n > 15.r is hat i tion t ith iders 1 is il
the number of providers. With the power of regenerating sodé atin a regeneration tree with providers, vo 1S still con-

the virtual bottleneck bandwidth of RCTREE and RCSTAR iected withro providers after a node leaves the network. The

improved significantly, compared with TREE and STAR. oﬁonnected component containiig is a subtree of the original

the other hand, even though the network traffic on each edgéqgeneratlon tree. For RCTREE, the subiree also satiskes th

reduced by regeneration codes, the virtual bottleneckitid degree constraint of the root because th(_a degré@_décreas_es
Ey one at most. Iy > k, the regeneration tree is still alive,

Fig. 4: Examples of node departures in a regeneration tree.

of RCTREE and RCSTAR can not increase monotonically. F th il ve data f t least
RCTREE, its topology is constrained by the degree of the.ro tecqgse € newcomer can still receive dala from at feas
For RCSTAR, moreover, its bottleneck bandwidth decreas%%v' f-e.rs.. 5 The lifeti ¢ . .
with the increased number of providers, since it is based %‘I € |n|t|o_n - 1he lietime of & regeneratl_on tree in
STAR. Whenr = 10(9), the curve of the virtual bottleneck (d;n, k) is the time be_tween whe_n _the tree is constructed
bandwidth of RCTREE (RCSTAR) reaches its peak. WheEI"Pd when less thak providers remain in th_e subtree. .

» — 10. the virtual bottleneck bandwidth of RCSTAR. TREE We assume that nodes do not leave simultaneously in the
and S'i’AR are75%. 22%. and 9% of RCTREE respe,ctively regeneration. In the regeneration tree, we assume thaheall t

RCTREE outperforms all other schemes by combining tré%(gdesdmay leave the r;e;wo(;k with the sfarrr:e. prr(])ll?(;;\bility. '3‘”
structured regeneration, which utilizes high-bandwidihk$ the nodes are aware of the departures of their children nodes

more efficiently, with regenerating codes, which reduces t§pecifical|y, when the parent node does not receive data from
regeneration tra'ffic significantly ' one of its children nodes, it regards this node as a termdnate

node and stops the data transmission. If the redundancy is

V. LIFETIME OF REGENERATIONTREES coded by regenerating codes, the encoding coefficientseof th
regenerating codes may change with the departures of the
providers. Dividing coded blocks into generations withtahie

We have analyzed the tree-structured regeneration andsize may solve this problem.
combination with regenerating codes. However, we have not .
considered that nodes may leave during the regeneratigné.lFiqg' Lifetime of STAR and TREE
shows some examples of node departures during the regenerdssume that in a regeneration tree withnodes,¢ nodes
tion. remain after one node leaves the network. This occurs with

In Fig. 4, Case 1, 2, and 3 are three examples that a lggpbability Pr(r,t). The lifetime is the time the regeneration
node, a non-leaf node, and the newcomer in a regeneratitge keeps stable plus the lifetime of the remaining subtree
tree leave the network, respectively. In Case 1, after thé lavith ¢ nodes. Then we obtain a recursion of lifetime. First we
node leaves the network, a regeneration tree Wigiroviders consider the value oPr(r,t).
remains. In Case 2, after the non-leaf node leaves the rietwor Lémma 3:For STAR,
all its children nodes should be regarded as leaving thearktw 1 t=0;
because the data can not be transferred/fountil another Pro™R(r,t) = { 0 O<t<r—1; (13)
regeneration tree has been constructed. In Case 3, the mawco = ot=r—1

A. Regeneration with Node Departures




Proof: When the newcomer leaves the netwotk= 0. Proof: Given a spanning tree in the statement, we can
Since any node may leave the network with the same praiemove the root node to make it become a forest witinees.
ability, PrS™R(r,0) = 1. Otherwise,t can only become Thus the number of spanning trees in the statement equals
t — 1, because any providers are leaf nodes in STAR. Thtlee number of ways to seledt nodes fromn — 1 nodes,

Prir,r—1)=1-1 m multiplying the number of such forests by Lemma %,
Lemma 4:For TREE, Ck | k(n— R o Ck=l(n — 1)n—k-1, -

f P o Specifically, ifn = 1, let T'(n,k) = 1 whenk = 0, and
PreEE = 7 Tt gt gyt - T(n,k) = 0 otherwise.
=2 o<t<r. Lemma 6:In G(d; n, k), given an(r — 1, d, k) —regeneration

(14) tree in which the degree dfj is ¢, after a node departure, a
Proof: Whent = 0, the proof can be seen in Lemma 3Subtree witht nodes remains. The degree idf is still ¢ with
) ’ I ili RCTRE i ili

When0 < ¢ < r, let e be the edge connecting the leaving nod roéaglagg(yptro WEFET’ tbc)a tand become—1 with probability
with its parent node. The departure of this node can be regdar "1 mtc). enb<i<m
as removinge from_the reg.enerauon tree. Removnagw_nl1 — r1 TN (= DT(te)(r — )72
divide the regeneration tree into two subtrees. Ther€4re Prq (r,t,c) = o T(r,c) - (9
ways to select nodes in the subtree containing the newcomer ’
Vo, becausely, and the leaving node have been selected. By - ,
Cayley’s formula [11], the number of spanning trees on PrRCTREE( 4 o) — r—1 CIZi ' T(te—1)(r —t)" " an
labeled nodes i&" 2. Thus the number of regeneration trees Y r T'(r,c)
which will have ¢ providers remaining after removing is \whenc=¢—=1o0r1<c < r—1, and equal® otherwise.

t'=2(r—t)"~*=2.¢. Since the number of regeneration trees over

R Rt Proof: To prove this lemma, we refer to the proof of
r nodes is" 2, PrTREE(p ) = r=1 . Zroeot U7

= =z . B Lemma 4. The proofs of Eq. (16) and Eq. (17) are the same
Comparing Theorem 3 with Theorem 4, we can see STARth the proof of Eq. (14) except for three points. First,c&n
can be more stable than TREE, because if the newcomer dbgsin the remaining subtree after removing satisfies the
not leave, the regeneration tree will only lose at most omkegree constraint, the numbers of such subtreesTdtec)
provider in STAR, but it may lose more than one providemnd T'(t,c — 1), respectively. Second, foPrR°TREEr ¢, ¢),
in TREE, if a non-leaf provider leaves. e can connect to any — 1 nodes in the subtree, but for
Now we give the recursion of lifetime for STAR and TREEPrfCTRER( ¢ ¢), e can only connect tolp. Third, over r

Theorem 4:Let L(r) be the expected lifetime of a regenertabeled nodes, there afE(r,c) regeneration trees where the
ation tree withr providers.E(r) is the expected time that all gegree oftj, is c.
the » nodes remain in the regeneration tree dfd; n, k), for

STAR Moreover, forPrRETREE- ¢ ¢), whenc = 1, it is impossible
’ thatt > 1, because if the only node connectiig leaves, only
et the newcomer will remain in the subtree. [ |
LSO —1) = B(r)+ Y Prse )L (@~ 1). (15 gimilar to Theorem 4, we obtain the following lemma.
t=k+1 Lemma 7:Let LRCTREEK)(; ¢) be the lifetime of an
For TREE, replacel,STAR®) (r — 1) and PrSTR(r, ¢) with 7(ﬂr,_d},ﬂk_a—1regenerat|on tree in which the degreel@fis ¢, ¢ >

LTREER) (- — 1) and PrTREE(r 1), respectively.
Proof: For a regeneration tree in STAR or TREE with ~ LRCTREER) (. _ 1 ) = B(r)+

nodes { — 1 providers), the expected time that the tree keeps t=r—1

stable isE(r). When a node leaves, the expected lifetime of Z [PriCTREE(r ¢, ¢) LRCTREER) (4 — 1 )+

the subtree id.(t — 1) if ¢ nodes remaink + 1 <t < r. We t=k+1

get the expected lifetime by adding(r) with the expected PriCTREE - ¢ ) LRCTREER) (4 _ 1 ¢ —1)]. (18)

lifetime of the remaining subtree. _ ) _
Theorem 5:Given an optimal (r, d, k)—regeneration tree

C. Lifetime of RCTREE produced by Algorithm 1 irG(d; n, k), its lifetime is

k

ﬂ
|

Now we discuss the lifetime of RCTREE. We also find a

recursion of lifetime, by discus_sing how many providersagm N | T(r+1e) RCTRER)

after the node departure. We first introduce a lemma as fsllow (r)==———"L (r,r—k+1)
Lemma 5:[11] Overn labeled nodes in whick node have ;T(T tLo

been designated as roots, the number of forests containing r

rooted trees ign" 1. + > MLRCTREE(’“W, d). (19)
Corollary 2: Over n labeled nodes in which one node has d=r—k+1 »_ T(r+1,c)

been designated as root, the number of spanning trees imwhic e=1

the degree of the root i, is T'(n,k) = C*~3(n — 1)"~F-1, Proof: In Algorithm 1, if the degree o¥} in the optimal

1<k<n. (r,d)—regeneration tree produced by Prim’s algorithm (Line 1



r—k

S T(r+1,c)  its bottleneck bandwidth of the tree-structured regermrat
— Line 5) is invalid, this happens with probabilisg——. With a variable number of providers (TREE). Based on this
S r(r+1,c)  analysis, we discuss the tree-structured regeneratiotioeuh
with regenerating codes (RCTREE) and analyze its bottkenec
bandwidth. Considering the node churn in distributed stor-
age systems, we make an analysis of the lifetime of TREE,
d < r, which happens with probabilit the lifetime RCTREE, and the_conventional star-structured r_egeneratio
= yzr: T(T+17C)’ (STAR). Our analysis results show that RCTREE is not only
- the fastest scheme, but also a very stable scheme. Therefore
is LRCTREEE) (- )., B RCTREE is suitable for distributed storage systems, eapgci
for the system with a substantial degree of bandwidth hetero
geneity. In our future work, we will validate the theoretica

_ If the active time of a node in the network between ongdvantage of RCTREE by real-platform based simulations and
join and one departure satisfies an exponential distributigyperiments.

exp(1/)), E(r) = 2. We let A = 690584.29149 seconds

Then the edges iF,.,,; will be added to the iFée until the
degree of the root is— k-1, so the lifetime isLRCTRERF) (5 -

k+1). On the other hand, if the degreeWf isd, r—k+1 <
T(r+1,d)

D. Comparison

according to the user behaviors in PlanetLab [12], and then ACKNOWLEDGMENT
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VI. CONCLUSION

In this paper, we address challenges in constructing the
regeneration tree in distributed storage systems withnege
ating codes. We first analyze the constructive algorithm and



