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Abstract—Tasks in a data-parallel job communicate with each
other through a number of concurrent flows, which is described
as a coflow. These flows are correlated in the sense that the
performance of a coflow is dictated by the flow that takes the
longest time to complete. Minimizing coflow completion times,
however, turns out to be a challenge, given the correlation across
flows and how they are routed collectively through a datacenter
network. In this paper, we propose Tailor, a simple yet effective
mechanism with the objective of trimming the coflow completion
times in a datacenter network. To achieve our objective, Tailor
takes advantage of OpenFlow in a software-defined datacenter
network. By monitoring and rerouting live flows to links with
lighter loads, Tailor guarantees that the coflow completion time
is minimized dynamically and converges to its lower bound. Our
experimental results in both Mininet and large-scale simulations
have shown that Tailor is much more effective than flow-level
schemes when it comes to reducing coflow completion times.
It also outperforms existing scheduling-only coflow mechanisms
and achieves similar performance with the state-of-the-art hybrid
mechanism, yet with much lower complexity.

I. INTRODUCTION

Data-parallel jobs in private datacenters, such as web search
queries and MapReduce, require transferring intermediate re-
sults across shared links in datacenter networks. For example,
in MapReduce jobs [1], a large amount of data is shuffled
between the map and reduce stages. A coflow, consisting
of many concurrent flows between different senders and
receivers, succeeds only after all its constituent flows have
finished. In other words, the completion time of a coflow
is equivalent to the completion time of the bottleneck flow
that lags behind the most. It is natural to believe that the
performance of these coflows hinges upon their completion
times. This is especially the case for real-time applications,
where longer latencies lead to significant financial loss [2].

Existing works on reducing flow completion times [3],
[4], [5], [6] have largely focused on minimizing the average
flow completion time, by improving the performance of each
individual flow in isolation. This is insufficient, and sometime
even unnecessary for reducing the completion time of a coflow.
To illustrate this observation, consider the scenario where a
small flow and a large flow belonging to the same coflow get
congested at a switch. A per-flow fairness strategy would give
them equal bandwidth to send data [4]; a per-flow priority
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strategy [5], [6] would let the flow with smaller remaining
size to use up all the bandwidth first; the dynamic routing in
Hedera [3] will do nothing since there is no conflict between
two large flows. In any case, the larger flow is slowed down,
prolonging the completion time of the coflow.

Based on the observations above, researchers have recently
turned to enabling coflow-aware scheduling through per-flow
rate limiting (e.g., [7], [8], [9]), per-coflow priority queues [10]
and SDN-based routing [11]. Since link congestions are com-
monly seen through the datacenter network, existing coflow
schemes with static routing [7], [8], [9], [10] are restricted by
the default path selection and may incur severe performance
loss [11]. On the other hand, existing routing schemes either
neglect coflow semantics [3], or too complicated to be efficient
in practice [11].

In this paper, we propose to coordinate flows in a coflow
through dynamic routing. The key challenge is how to find
the performance bottleneck of a coflow, and how to speed up
such bottleneck to trim the coflow’s completion time. This
problem is further complicated by the fact that the bottleneck
changes from time to time when the scheduling and routing
strategies come into action: after accelerating the slowest flow,
the second slowest flow may become the new bottleneck.
More importantly, since the senders and receivers of flows
spread across a datacenter, these flows would go through
multiple switches in the network. It is therefore difficult
for edge switches to grasp the dynamic status of flows. In
addition, switches must perform consolidated routing policies
to coordinate the flows in a coflow.

To tackle these challenges, we design Tailor, a coflow-aware
routing scheme to dynamically trim coflow completion times
in software-defined datacenter networks. Software-defined net-
working (SDN) fits into such a scenario naturally due to
its global visibility and centralized control over the network.
The logically centralized controller builds up a real-time view
of the network, and therefore is able to locate the current
bottleneck flow of a coflow. Leveraging such information,
the controller makes globally optimal routing decisions. Since
the bottleneck of a coflow is likely to be an elephant flow
with sizes in the MB to GB range [12], the delay between
the controller and switches while updating forwarding rules
has little influence. All the flows follow default routing using
ECMP (Equal Cost Multipath) initially, and only the flows
on a bottlenecked link would be influenced by the dynamic
routing procedure.

The highlight of Tailor revolves around its effectiveness
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in trimming coflow completion times without involving com-
plicated per-flow rate control. To characterize the essence
of such coflow awareness, we first formulate the problem
of minimizing coflow completion times as a maximum con-
current flow problem, and solve this problem by means of
dynamic routing. Second, by leveraging the global view of
the completion status of all live flows, we take advantage of
the controller to locate the bottleneck of each coflow, which
simplifies the modifications to both the switches and end-hosts.
Compared to complex switches needed in explicit rate control
schemes (e.g., [5]), switches in Tailor are only responsible
for forwarding and monitoring. Finally, we design a simple
yet effective routing protocol that converges to the optimal
routing assignment. Our experimental results in both Mininet
and large-scale simulations have clearly shown that Tailor
enjoys the advantages of coflow-aware routing while keeps
the system simple and efficient at the same time.

II. THE SPOTLIGHT SHIFTS FROM FLOWS TO COFLOWS

A. Background

Two characteristics are critical in current datacenter net-
works. First, typical datacenters, using topologies such as
Fat tree [13] or DCell [14], strive to provide full bisection
bandwidth and avoid congestion at core switches. Congestion
at access and aggregate switches, however, is still common
due to imbalanced network load and improper virtual machine
(VM) placement. Second, there usually exist multiple equal
cost paths from sources to destinations. A load balancing
scheme could distribute flows evenly in general, but it is still
possible that flows belonging to the same coflow happen to be
placed into the same set of paths. A coflow-aware scheme is
needed to better handle such inefficiency.

Data-parallel applications, running on top of MapReduce-
like frameworks (e.g., Hadoop [15], Pregel [16] and Dyrad
[17]) and in-memory computation engines (e.g., Spark [18]),
usually involve multiple computation stages in a single job.
The intermediate results have to be transferred from machines
that run tasks in the upstream stage to the machines that
run tasks in the downstream stage [7]. Such transfers have
significant impact on the user-perceived performance.

From a network perspective, a coflow is defined as a group
of concurrent flows that transfer intermediate results among
different stages of a specific job. There usually exists a barrier
between different stages of a job [7], which means the next
stage of computation starts only after it has received all
the data from the previous stage. Data pipeline [19] only
avoids data transmission within a single stage, while the final
computation result still cannot be obtained until receiving all
the input data. To sum up, the completion time of the slowest
flow in a coflow, instead of the average completion time of
all flows, determines application performance and should be
brought into the spotlight.

B. Motivating Example

We reiterate the significance of embracing both coflow-
awareness and dynamic routing through the following exam-
ple. In Fig. 1: the three flows of a coflow all go through the

S1 S2 S4S3 R1 R2 R4R3

P1 P2
P1={f1 f2, f3}

P2={}

f1=(S1,R1,25MB)

f3=(S3,R3,50MB)
f2=(S2,R2,100MB)

Fig. 1. A motivating example: all the links in the network are of 1 Gbps.
The completion time of a coflow can be reduced if its bottleneck flow can
be dynamically rerouted, e.g., routing 𝑓1 to 𝑃2. The completion time of this
coflow could be further reduced, if the currently slowest flow 𝑓2, instead of
𝑓1, could be rerouted from 𝑃1 to 𝑃2.

egress port 𝑃1 based on the default routing, whereas 𝑃2 is
currently idle. It is clear to see that no matter what scheduling
strategy is used ([6], [5], [4], [8]), the completion time of
the slowest flow would be 100+50+25 MB

1 Gbps = 1400 ms. With
dynamic routing, we can utilize the idle bandwidth on 𝑃2 to
further speed up the coflow. Suppose flows on a link equally
share the remaining bandwidth. If we first reroute 𝑓1 and then
𝑓3 to 𝑃2, the completion times of the three flows will be

200 =
25 MB
1 Gbps

, 900 = 200 +
(100− 25 ∗ 0.5) MB

1 Gbps

500 = 200 +
(50− 25 ∗ 0.5) MB

1 Gbps
(1)

Alternatively, if we reroute 𝑓2, the completion times will be

400 =
25 MB
1 Gbps

, 800 =
100 MB
1 Gbps

600 = 400 +
(50− 25) MB

1 Gbps
(2)

It is clear to see that the average flow completion time is mini-
mized in the first solution, whereas the coflow completion time
is minimized in the second solution. Through this example,
we have two key observations: 1) under static routing, coflow
performance is usually suboptimal; 2) minimizing the average
flow completion time is neither sufficient nor necessary for
optimizing coflow performance.

C. Problem Formulation

Unlike the computation and storage resources which can be
statically allocated to different VMs, the network resources are
shared by multiple active coflows, and henceforth coflows may
influence the performance of each other. Consequently, inter-
coflow scheduling must be carefully tackled, such that each
coflow can get reasonable amount of bandwidth. We adopt
a priority-based inter-coflow scheduling mechanism since it
is proved to effectively reduce the average coflow completion
times [10] [8]. As our main focus is to coordinate flows within
the same coflow (i.e., intra-coflow scheduling), we do not re-
strict our algorithms to any specific priority assignments (e.g.,
FIFO [10], smallest effective bottleneck first [8]). Instead, our
intra-coflow scheduling can be built upon any priority-based
inter-coflow scheduling mechanism.



Formally, we define a coflow 𝐶𝑘 consisting of 𝑛 flows as
𝐶𝑘 = {𝑓𝑖, 𝑖 = 1, 2, ..., 𝑛}. Denote the completion time of a
flow 𝑓𝑖 as 𝑡𝑖. The average and longest completion times of
all the flows within 𝐶𝑘, denoted as 𝑡𝑎 and 𝑡𝑐 are shown in
Eq. (3).

𝑡𝑎 =
1

𝑛

∑

𝑓𝑖∈𝐶𝑘

𝑡𝑖, 𝑡𝑐 = max
𝑓𝑖∈𝐶𝑘

𝑡𝑖 (3)

Our objective is to minimize the completion time of a coflow,
namely 𝑡𝑐, by scheduling and coordinating the flows within
this coflow. Given a physical network 𝐺 = (𝑉,𝐸), where
each link 𝑙 = (𝑢, 𝑣) ∈ 𝐸 has a capacity constraint. Each flow
from a sender to a receiver can then be viewed as a commodity
in the flow network. 𝑓𝑖 ∈ 𝐶𝑘 is identified through a 3-tuple:
(𝑠𝑖, 𝑟𝑖, 𝑑𝑖), where 𝑠𝑖 is the source (i.e., the sender) of this flow,
𝑟𝑖 is the sink (i.e., the receiver) of this flow and 𝑑𝑖 is the total
amount of data to be transferred. The problem to minimize
the completion time of a coflow can be formulated as shown
in Eq. (4) - Eq. (6).

min max
1≤𝑖≤𝑛

𝑑𝑖∑
𝑤∈𝑉 𝑓𝑖(𝑠𝑖, 𝑤)

(4)

s.t.
∑

𝑓𝑖∈𝐶𝑘

𝑓𝑖(𝑢, 𝑣) ≤ 𝐵𝑘
𝑙 , ∀ 𝑙 = (𝑢, 𝑣), (5)

∑

𝑤∈𝑉

𝑓𝑖(𝑢,𝑤) =
∑

𝑤∈𝑉

𝑓𝑖(𝑤, 𝑢), ∀𝑢 ∕= 𝑠𝑖, 𝑟𝑖. (6)

𝐵𝑘
𝑙 in Eq. (5) indicates the remaining bandwidth that has not

been used by coflows with higher priorities on the link 𝑙. This
inequality essentially corresponds to the capacity constraints
of a flow network. 𝑓𝑖(𝑢, 𝑣) ≥ 0 is the bandwidth 𝑓𝑖 gets
on link 𝑙, and the denominator in Eq. (4) thus represents
the total bandwidth allocated to 𝑓𝑖. It is obvious that the
fraction in Eq. (4) is a flow’s completion time, which is
the reciprocal of the objective function in the maximum
concurrent flow problem. Therefore, minimizing the maximum
flow completion time in a coflow is equivalent to a NP-hard
maximum concurrent flow problem.

III. CHALLENGES AND DESIGN INSIGHTS

From our problem formulation, we can see that the comple-
tion time of a flow can be trimmed by controlling how much
bandwidth it could get and which path it should go through.
We next analyze the challenges to design such coflow-aware
scheduling and routing strategies.

A. Challenges

The lower bound of both the average and longest completion
time of flows in a coflow 𝐶𝑘 is given by

𝑡𝑐 ≥ 𝑡𝑎 ≥
∑

𝑓𝑖∈𝐶𝑘
𝑑𝑖

max(
∑

𝑙=(𝑠𝑖,𝑣)
𝐵𝑘

𝑙 ,
∑

𝑙=(𝑢,𝑑𝑖)
𝐵𝑘

𝑙 )
(7)

This lower bound can be achieved when the aggregated
remaining bandwidth of access links can be arbitrarily shared
by all the flows in a coflow. If we adopt weighted fair sharing,
and assign the size of a flow as its weight, all the flows of a

coflow can complete at the same time as shown below (𝐵𝑘 is
the denominator in Eq. (7)):

∀ 𝑓𝑖, 𝑓𝑗 ∈ 𝐶𝑘,
𝑑𝑖
𝐵𝑖

=
𝑑𝑗
𝐵𝑗

=

∑
𝑓𝑖∈𝐶𝑘

𝑑𝑖

𝐵𝑘
(8)

where 𝐵𝑖 is the average bandwidth 𝑓𝑖 gets throughout its
lifetime. In this case, both the average and longest completion
time of flows in 𝐶𝑘 reach the lower bound.

Nevertheless, the placement of senders and receivers re-
stricts the bandwidth sharing within a coflow. Even if the
placement of VMs is balanced, the dynamic workloads of
concurrent coflows make it non-trivial to achieve complete
load balancing in practice. Given the restriction of VM
placement and the distribution of network load, finding the
optimal concurrent flow in a network is NP-hard since flows
are not infinitely splittable [20]. In the following, we discuss
the design of scheduling strategies under the static routing
scenario. For networks where dynamic routing are allowed,
we analyze the potential benefit of such support.

B. Design Insights

1) Optimality with Static Routing: Multipath routing mech-
anisms have been adopted in datacenters for better load balanc-
ing and higher bandwidth utilization. Under such mechanisms,
however, a flow still takes one static path based on the
information of its packet header. Throughout its life time,
a flow is forbidden to take other paths. In this case, even
if a link is underutilized, flows that do not go through this
link cannot benefit from such idle bandwidth. Therefore, we
can only schedule flows on a single link, rather than across
the entire network. Under such circumstances, existing coflow
scheduling schemes (e.g., Orchestra [7], Varys [8] and Aalo
[9]) assign the weight of a flow proportional to its size such
that all the flows in a coflow finish at the same time. This
strategy is proved to be optimal for a single coflow under
static routing [7].

2) Optimality with Dynamic Routing: To fully utilize the
potential advantage of dynamic routing, we need to have
up-to-date information of the idle bandwidth on each link.
Furthermore, one needs to carefully examine the change of
completion times after a bottleneck flow is rerouted. These
two requirements lead us to leverage the global visibility and
central control of SDN to conduct network-wide monitoring,
computing and routing. The controller in a datacenter network
periodically collects statistic information of all ports on each
switch and decides which flow should be re-routed to which
path. Furthermore, if flows can take multiple paths concur-
rently, the network load would be more balanced, and hence
coflows can probably finish faster. Nevertheless, the arriving
packets of a flow would be out of order severely, incurring
frequent false detection of network congestion. Therefore,
we only focus on dynamic routing for indivisible flows, and
discuss the possible extensions for splittable flows in Sec. VI.
Although Rapier [11] also relies on SDN for better perfor-
mance, their controller has to decide the path and rate for every
single flow in the network, which not only incur too much
communication traffic for deploying forwarding rules, but also
increases the time consumed by the decision procedure.



IV. DESIGN

As we have analyzed previously, dynamic routing can
reduce the completion time of a flow by rerouting it to a path
with lighter load. Nevertheless, existing routing protocols, such
as Hedera [3], restrict themselves to flow-level performance
and treat all the flows in a coflow equally. This is insufficient
for trimming the completion time of a coflow. Instead of
routing 𝑓1 to 𝑃2, we reroute the currently slowest flow 𝑓3
to 𝑃2. The longest completion time of these flows is reduced
to 800 ms, which is 100 ms shorter than the completion time
of the same coflow in Fig. 1.

To effectively trim the completion time of a coflow, we
need to know the load of each link across the network and
spot the slowest flow of a coflow throughout the datacenter.
Therefore, a global view of the network state is necessary
since each single switch merely possesses local informa-
tion and makes routing decisions accordingly. Therefore, we
leverage SDN to tackle this problem. A central controller
in a datacenter network builds up a logical view of the
network through the periodical sampling provided by network
monitoring tools such as sFlow-RT [21]. Based on the global
information, the controller makes globally optimal routing
decisions. Minimizing the completion time of a coflow can be
formulated as a NP-hard maximum concurrent flow problem.
With the presence of a central controller, it is possible to
implement a constant-factor approximation algorithm to guide
the routing of flows [20]. Nevertheless, such an algorithm
involves multiple computation steps, while only guarantees
(3.23 + 𝑜(1))-approximation. In contrast, the protocols of
Tailor use simple yet effective heuristic algorithms, avoiding
unnecessary complexity of the controller.

A. Components of Tailor

When a sender initiates a new flow, it reports the meta in-
formation of this flow, including the flow name (srcip, srcport,
dstip, dstport, protono) and the estimated flow size to Tailor.
Flow sizes could be predicted by mining application logs [22]
and could be dynamically adjusted to approximate the real
values. If switches already know how to route this flow based
on the default forwarding rules that the controller has pushed
to them, this flow will transmit without incurring control
overheads. Otherwise, the controller will receive a packet-
in message, and performs the following steps sequentially:
1) assigns an ECMP route to the flow by hashing on its
meta information, 2) updates the path attribute in the flow
information table; 3) installs new rules to the corresponding
switches along the selected path.

To enable dynamic routing, we adopt a real-time monitoring
system to collect the statistic information of switches through
the sFlow protocol [21]. The information regarding the states
of flows in a coflow, such as the volume of data a flow
has sent and its current rate, is stored in a flow database.
The information about the states of switches, such as the
total amount of data that each port has forwarded, is stored
in a switch database. Tailor periodically queries the sFlow
collector from time to time leveraging the RESTful HTTP
API to poll these two databases. Tailor can thus dynamically

locate the bottleneck flow of a given coflow. It then revokes
the dynamic routing algorithms as described in Algorithm 1
and Algorithm 2. Such routing decisions are then passed to
the network controller, which communicates with switches in
the data plane to install new forwarding rules through the
OpenFlow protocol [23].

B. Algorithms of Tailor

In the following, we present the routing protocols in Tailor.
We first work through a rerouting procedure and present our
first dynamic routing protocol called Simple Tailor.

Simple Tailor periodically queries the flow database to
estimate the remaining completion time of each flow within
a coflow. Once located the slowest flow 𝑓0, it first searches
for all the alternative paths for this flow. Denote the set of
paths for the sender-receiver pair of 𝑓0 as 𝑃𝑠0→𝑟0 and the
set of flows within a coflow 𝐶𝑘 going through a link 𝑙 as
𝐹 𝑘
𝑙 . The most intuitive way to speed up the slowest flow of a

coflow is rerouting it to a path whose bottleneck link has more
bandwidth than 𝑓0 currently gets. We present the detail of such
a routing strategy in Algorithm 1. The algorithm first records
all the candidate paths in line 3-5, then selects the path with
the most available bandwidth to reroute the bottleneck flow.

Algorithm 1 Simple Tailor
1: procedure CANDIDATE(𝑓0, 𝑝0)

⊳ find all candidate paths with larger bandwidth
2: for 𝑝𝑐 ∈ 𝑃𝑠0→𝑟0 do
3: 𝐵𝑐 = min𝑙∈𝑝𝑐

(𝐵𝑘
𝑙 −∑

𝑓𝑖∈𝐹𝑘
𝑙 , 𝐵𝑖(𝑡));

4: 𝐵0 = 𝐵0(𝑡);
5: if 𝐵𝑐 > 𝐵0 then 𝒫 = 𝒫 ∪ {𝑝𝑐}

return a set of capabale paths 𝒫
6: procedure MAIN

⊳ 𝑝𝑖 is the path 𝑓𝑖 currently takes.
7: Sort 𝑓𝑖 ∈ 𝐶𝑘 in the decreasing order of 𝑡𝑖.
8: Denote 𝑝𝑐 = argmax𝑝∈CANDIDATE(𝑓0,𝑝0) 𝐵𝑝

9: Reroute 𝑓0 to 𝑝𝑐 ⊳ reroute the bottleneck flow 𝑓0

We verify Simple Tailor’s performance through the prelim-
inary results shown in Fig. 2.

Fig. 2. The distributed functions of flow completion times within a coflow
to compare Tailor with existing schemes. The coflow completion time under
Simple Tailor is 205 seconds, which is 45 seconds faster than Hedera. Fancy
Tailor further expedites the coflow by 30 seconds.

It is clear to see that Simple Tailor significantly outperforms
Hedera and ECMP in terms of the coflow’s completion time.



S1 S2 S4S3 R1 R2 R4R3

P1 P2
P1={f1:0.5 
        f2:0.5}
P2={f3:0.5}

f1=(S1,R1,10MB)

f3=(S3,R2,50MB)
f2=(S2,R2,10MB)

f4=(S4,R3,100MB)

f4 ?

Fig. 3. An example to illustrate the limitation of Simple Tailor: an incoming
flow 𝑓4 would choose 𝑃2 since it has more available bandwidth, but it would
add too heavy burden on 𝑃2, aggravating the imbalance of network load.

Although this strategy is effective and straightforward, it
neglects a fact that the flows belonging to the same coflow on
a link would equally share the available bandwidth without
explicit rate control. To better understand the limitation of
this strategy, consider the situation shown in Fig. 3: a newly-
initiated flow 𝑓4 has to go through 𝑃1 or 𝑃2, and it is easy
to identify that 𝑓4 would become the bottleneck given its
large volume. Based on Simple Tailor, 𝑓4 would be routed
to 𝑃2 since there is no idle bandwidth on 𝑃1. Nevertheless,
this routing decision would exacerbate the already imbalanced
network load: by allocating the underutilized bandwidth share
on 𝑃2 to 𝑓4, its rate is 0.5 Gbps before 𝑓3 finishes. As a result,
the coflow completion time would be as long as 1200 ms.

To avoid the limitation of Simple Tailor, we propose a new
routing protocol called Fancy Tailor which takes the path load
into consideration, as shown in Algorithm 2.

Algorithm 2 Fancy Tailor
1: procedure FEASIBLE(𝑓0, 𝑝0)

⊳ find all paths whose flows finish earlier than 𝑝0.
2: for 𝑝𝑐 ∈ 𝑃𝑠0→𝑟0 do

3: 𝑡𝑜 = max
𝑙∈𝑝0,𝑓𝑖∈𝐹𝑘

𝑙

𝑑𝑖(𝑡)

𝐵𝑖(𝑡)
, 𝑡𝑐 = max

𝑙∈𝑝𝑐,𝑓𝑖∈𝐹𝑘
𝑙

𝑑𝑖(𝑡)

𝐵𝑖(𝑡)
4: if 𝑡𝑐 < 𝑡𝑜 then 𝒫 = 𝒫 ∪ {𝑝𝑐}

return 𝒫
5: procedure MAIN

6: Sort 𝑓𝑖 ∈ 𝐶𝑘 in the decreasing order of 𝑡𝑖.
7: Denote the most congested link of 𝑝0 as 𝑙0.
8: if Opt then 𝐹 𝑘

0 = 𝐹 𝑘
𝑙0

9: else 𝐹 𝑘
0 = {𝑓0} ⊳ only reroute the bottleneck flow

10: for ∀𝑓𝑗 ∈ 𝐹 𝑘
0 do

11: Denote 𝑝𝑐 = argmin𝑝𝑐∈FEASIBLE(𝑓𝑗 , 𝑝𝑗 ) 𝑡𝑐

12: 𝐹
𝑘

𝑙 = 𝐹 𝑘
𝑙 ∪ {𝑓𝑗}

13: 𝑡𝑜 = max
𝑙∈𝑝𝑗 ,𝑓𝑖∈𝐹𝑘

𝑙

𝑑𝑖(𝑡)

𝐵𝑖(𝑡)
, 𝑡𝑐 = max

𝑙∈𝑝𝑐

∑
𝑓𝑖∈𝐹

𝑘
𝑙
𝑑𝑖(𝑡)

𝐵𝑘
𝑙

14: if 𝑡𝑐 < 𝑡𝑜 then Reroute 𝑓𝑗 to 𝑝𝑐;

We capture the load of a path by introducing a concept
called path completion time, which is defined as the maxi-
mum completion time of flows belonging to a coflow on the
bottleneck link of the path. Following such a definition, a path
𝑝𝑐 is called feasible if it is one of the several equal cost paths
for 𝑓𝑗 , and its completion time is smaller than that of 𝑝𝑗 , the

path 𝑓𝑗 currently takes. By default, 𝑓𝑗 is the bottleneck flow,
which indicates we only dynamically route the bottleneck flow.
Once acquiring all the feasible paths, we select a new path, 𝑝𝑐,
with the smallest completion time. Tailor then estimates the
completion time of 𝑝𝑐 after a possible rerouting in line 13 of
Algorithm 2. Only if the completion time of 𝑝𝑐 is smaller
than 𝑝𝑗’s original completion time would the rerouting be
conducted. Line 13 indicates that 𝐶𝑘 can preemptively acquire
the bandwidth that have been allocated to coflows with lower
priorities and use up 𝐵𝑘

𝑙 . Following Fancy Tailor, 𝑓4 would
be routed to the egress port 𝑃1 since its completion time is
shorter then that on port 𝑃2 before rerouting; the completion
time of this coflow could reduce to 960 ms consequently.

Since the condition in line 14 of Algorithm 2 guarantees the
completion time of the newly selected path is smaller than the
original path, it is impossible to reroute a flow on 𝑝𝑐 back to 𝑝𝑗 .
In this way, the dynamic routing algorithm avoids oscillation.
It is possible that a flow on a path other than 𝑝𝑗 and 𝑝𝑐 becomes
the new bottleneck after rerouting, but the completion time of
the new bottleneck flow is guaranteed to be smaller than that
of the original bottleneck flow before rerouting. Therefore, the
completion time of a coflow decreases monotonically.

However, it is possible that rather than re-routing the bot-
tleneck flow itself, it would be more beneficial to route some
flows on the congested link of the path that the bottleneck flow
currently takes. We further design an optional feature (line 8)
which allows reroute every flow on the congested link that
the bottleneck flow runs through. This procedure guarantees
the completion time of a coflow keeps decreasing until the
lower bound is reached. It is worth noticing that to discover all
the candidate paths of a given flow, Tailor needs to examine
the state of each link along a candidate path. This requires
querying all the switches related to a flow. In a 𝑘-ary fat-tree
topology, the number of switches involved is no more than
𝑘2

4 + 𝑘 [13]. Therefore, we only reroute the bottleneck flow
in practice to ensure the computation overhead can be easily
offset by the performance gain. In Fig. 2, it is clear to see that
Fancy Tailor further reduces the coflow’s completion time by
30 seconds in comparison with Simple Tailor.

Along with the benefits of rerouting comes the out-of-order
delivery problem. Since a flow no longer follows a single path
throughout its lifetime, a packet sent later could follow a faster
path and arrive the destination earlier than its precedents. For-
tunately, out-of-order packets only occur in the short transient
period when the flow path changes, which should be kept as
infrequent as possible. In addition, adopting reorder buffers at
receivers and increasing TCP receive window can mitigate the
negative effects of slight out-of-order deliveries.

C. Properties of Tailor

1) Simple funcationalities in switches: In Tailor, the control
functionality of switches is minimized. Each switch in the
network establishes a secure channel to the central controller
which is in charge of any control decision. Switches are
only responsible for forwarding and monitoring. Per-flow state
management and computation are unnecessary in switches.
With respect to forwarding, once receiving a packet from



a flow, a switch searches its flow table for corresponding
rules. If a match is found, it forwards this packet to the
assigned port. Otherwise, a packet-in event is triggered, and
the packet is sent to the controller for further processing. The
controller computes a suitable path for this flow, and then
configures corresponding switches along the path. With respect
to monitoring, every switch maintains the statistics of its ports
and flows passing through each port, such as total byte counts
and durations of flows. The available bandwidth of each port
can be computed through comparing the difference of total
byte counts sampled in consecutive periods by sFlow agents.
Similarly, the actual rate of a flow is computed. A flow entry
in the databases is deleted when its remaining size equals to
zero, or it is inactive for a certain period of time.

2) Minimal involvement of endhosts: In private datacen-
ters, the modification of end-hosts’ protocol stack is possi-
ble. Nevertheless, in cloud datacenters where many tenants
run their own applications, a transparent implementation is
preferred. Therefore, instead of integrating the extra flow
information into packets, we rely on a dedicated database
server to collect the information of all flows in a coflow. sFlow
agents periodically sample the switch counters and update
the remaining size of each flow to the server. In this way,
endhosts only need to send an initial message to the server,
while the following process remains unchanged. If we can
arbitrarily modify the network stack of end-hosts, the coflow
ID and the remaining flow size can be piggybacked in packet
headers. Switches can extract such information and report to
the real-time monitor directly. In addition, rather than merely
relying on TCP’s AIMD congestion control, the assistance
from endhosts can help to improve the agility of congestion
control. The controller can notify a sender the proper rate it
should send data at either in the ACKs sent from the receiver,
like EyeQ [24], or through a separate rate control protocol,
like SRQ [10]. These techniques can be integrated into our
mechanism to further improve the network performance. Tailor
requires no change of application codes except posting the flow
digest to the controller before transmission.

V. EVALUATION

We evaluated Tailor through a set of experiments both
on our Mininet-based emulator and flow-level simulator.
Through analyzing extensive experiment results, we demon-
strate that Tailor outperforms existing flow-level protocols and
scheduling-only coflow schemes in terms of coflow completion
times. Tailor achieves similar performance with Rapier [11]
with much simpler algorithms.
Schemes Compared: we compare Tailor with the following
schemes in terms of coflow performance.

∙ Baseline: all the flows are statically routed using ECMP;
∙ Routing-only (Hedera): dynamically reroute large flows

using the global first fit routing algorithm [3];
∙ Scheduling-only (Varys): statically route flows using

ECMP but dynamically decide flow rates based on the
smallest-effective-bottleneck-first strategy [8];

∙ Joint-optimization (Rapier): combine routing and flow
scheduling according to the approximate solution to Prob-
lem (4) [11].

Fig. 4. Coflow performance for shuffle traffic under different routing
protocols: the amount of data one host sends to each receiver ranges in [20MB,
30MB]. Tailor outperforms Hedera by 24.69% on average, and surpasses
ECMP significantly.

Fig. 5. Coflow performance for random traffic under different routing
protocols: 80% of flows with sizes ranging from 10KB to 1MB; 10% of
flows with sizes ranging from 10MB to 100MB. The advantage of Tailor is
less significant compared with shuffle communication, since there are fewer
large flows in the network.

Communication Patterns: We generate synthetic traffic based
on realistic traffic distributions found in datacenter networks
[10], [8], and use the same traffic for each group of ex-
periments. We emulate two types of communication patterns
among end-hosts for comprehensive evaluations:

∙ Random communication: an end-host initiates a flow
to any other host in the network with equal probability.
Following the heavy-tailed distribution observed in dat-
acenter networks [25], we generate the synthetic traffic
such that 80% of the flows in a coflow are mice flows
whose sizes are smaller than a threshold, and 10% of the
flows are elephant flows with sizes larger than the given
threshold.

∙ Data shuffle (many-to-many): a host sends to another
host under the same switch with probability 𝑃𝑒, and to
its same pod with probability 𝑃𝑝, and to the rest of the
network with probability 1−𝑃𝑒−𝑃𝑝. Each sender sends
a fixed amount of data to all its receivers. Under this
communication pattern, all the flows of a coflow are of
the same size.

A. Implementation and Emulations

We implement our coflow-aware scheduler as a module
in the controller (Pox [26]) connected to Mininet [27]. We
conduct emulation on a server equipped with a four-core eight-
thread 2.8 GHz Intel Xeon E5-1410 CPU and 8GB of RAM.



Tailor runs in a virtual machine with 6 virtual cores and 6GB
of RAM on that server. OpenvSwitches are deployed and
configured to connect to the sFlow monitor for information
sampling. The controller conducts polling on network states
with the help of sFlow every 10 seconds. We use a 𝑘 = 4 Fat-
tree [13] topology in our emulation, and set the bandwidth of
each interface to 10 Mb/s owing to the hardware restriction
of our machine, esp., the computing power of the CPU. In
accordance with the link capacities, we set the sizes of flows in
the network ranging between 10KB and 100MB. Each coflow
consists of 64 flows.

We implement ECMP by hashing on flow’s 5-tuple, and ex-
tend an implementation of Hedera on Mininet [28] by enabling
Hedera to accept the traffic we generate as input and generate
the completion time of each flow as output. We further use the
performance under an ideal network where the ingress/egress
bandwidth of every switch in the Fat-tree network is infinite
as a benchmark. We do not evaluate the performance of Varys
and Rapier for the emulation experiments.

The overall emulation results are shown in Fig. 5 and Fig. 4.
In general, both Simple Tailor and Fancy Tailor outperform
Hedera and ECMP significantly in all scenarios. Compared
to Hedera, the performance gain of Fancy Tailor in terms of
coflow completion time reduction is 14.61% on average in
Fig. 5. By further comparing the Simple and Fancy Tailors,
we find the coflow completion times of Fancy Tailor further
drop 10.04% compared to the Simple Tailor on average, and
are within several percent of the ideal performance.

Since all the flows in a shuffle coflow have are relatively
large, the network is more congested than in random commu-
nication pattern. Under such circumstance, it is more likely
for multiple large flows to conflict. The advantage of Tailor
is more significant as shown in Fig. 4: the coflow completion
times of Tailors are 24.69% less than Hedera. Since ECMP
treat all the flows equally without considering their sizes, it
performs very poorly under shuffle communication: the coflow
completion times of ECMP are 2− 3× of Tailor.

B. Large-scale simulations

Simulation Methodologies: Since packet-level network sim-
ulators, such as ns-3 [29], are inefficient [8], we write our
own event-driven simulator like in [8], [3], [11]. For the
simulations, we set k=16 such that there are 1024 end-hosts
connected by the fat-tree network. The bandwidth of each
network interface in the network is 1 Gbps. There are 64
coflows in the network, whose priorities are determined by
the arrival times in Tailor. For many-to-many communication,
each coflow consists of 64 flows with equal sizes. For ran-
dom communication, each coflow has the same number of
constituent flows, but the size of each flow follows a long-
tail distribution. We adopt per-coflow queue at each switch to
ensure strict priorities among different coflows. We only use
the Fancy Tailor for simulations.
Impact of Coflow Width: we vary the number of flows in
a coflow (i.e., its width) and evaluates the performance of
different schemes under the random communication pattern.
When the coflow width is small, the network is lightly loaded

Fig. 6. Coflow performance for random traffic under different coflow schemes:
the flow sizes range in [10KB, 100MB]. Tailor outperforms Varys in all cases,
and the advantage increases with the coflow width. Tailor only achieves similar
performance gain with Rapier, but it is much simpler compared to Rapier’s
per-flow routing and rate limiting.

due to the fixed number of coflows. The superiority of coflow-
aware scheme is indistinct. As the network traffic increases,
the difference between coflow-aware and flow-level schemes
becomes significant.

As shown in Fig. 6, compared to the baseline, Tailor,
Varys and Rapier reduces coflow completion times by 34.75%,
26.40% and 35.72% respectively when the coflow width is
128. In addition, it is worth noticing that the completion times
of coflows under Hedera are sometimes even longer than the
static ECMP routing. The reason for such phenomena is that
Hedera equally treat all the flows with rates larger than a given
threshold by rerouting them to feasible paths. Although this
strategy succeeds in improving the network throughput, which
equivalently minimizes the average completion time of flows,
it fails to spot the bottleneck flow of a coflow. Henceforth, it
is possible in Hedera that the slowest flow gets starved for a
long time before it acquires sufficient bandwidth.
Impact of CoFlow Size: we further vary the total amount of
traffic of a coflow (i.e., its size) by adjusting the size of each
flow in a shuffle coflow.

Apparently, the advantages of coflow-aware routing
schemes (i.e., Tailor and Rapier) are much more significant
under many-to-many communication, which is consistent with
the results we get through emulations. However, the coflow-
aware rate limiting (i.e., Varys) does not improve coflow
performance over flow-level schemes very much. The reason is
that when network bandwidth is insufficient, the key to coflow
performance is the selection of routing paths, rather than the
rate limiting of flows along a fixed path.



Fig. 7. Coflow performance for shuffle traffic under different coflow mecha-
nisms: the amount of data one host sends to each receiver ranges in [20MB,
30MB]. The advantage of Tailor and Rapier over Varys is much more obvious
due to the more congested network under many-to-many communication,
which demonstrates the effectiveness of dynamic routing.

Under all circumstances, Tailor outperforms Varys signifi-
cantly due to its capability of selecting better paths for the
bottleneck flows. The performance of Tailor and Rapier is
similar. However, Tailor achieves such performance gain with
much simpler routing algorithms. As analyzed in Sec. IV-C,
Tailor does not require sophisticated rate control mechanism
at end-hosts such that we do not need to modify the server’s
kernel as Rapier does. Furthermore, Rapier needs a third-
party LP solver to find the approximate solution to the
coflow scheduling problem, which cannot guarantee a good
approximate ratio. In contrast, Tailor asymptotically reaches
the best path selections through dynamic routing and ensures
strict priority through per-coflow queue.

C. Overhead

The control overheads stem from two modules in Tailor: the
dynamic routing module in the controller and the monitoring
module of sFlow. These two modules are decoupled, and
their communication is conducted via standard HTTP APIs.
Both modules bring about computation overheads and com-
munication overheads. With respect to routing, the controller
periodically spots the slowest flow and reroutes it if applicable.
The selection of the slowest flow is essentially a traversal
of all the ongoing flows, which can be done in 𝑂(𝑛) time,
where 𝑛 is the coflow width. However, finding a new proper
path for that specific flow requires traverse all the possible
paths, and then select the most suitable one. To reduce such
overhead, Tailor periodically caches all the possible routes of a
certain (srcip, dstip) pair. Also, updating each forwarding rule

would generate 72B traffic [23]. Since there are only decades
of coflows simultaneously running in the network [8], such
overhead can be effectively offset by performance gain.

With respect to the real-time monitoring, sFlow is a quite
mature protocol with the support of merchant silicons from
many vendors. The computation overhead caused by packet
sampling at switches is ignorable in practice. For the commu-
nication overhead, we examine the traffic generated between
switches and the sFlow central collector. In a Fat-tree topology,
there are 5

4𝑘
2 switches and 5

4𝑘
3 interfaces. Therefore, the

sampling traffic in the whole network during a polling interval
can be computed as 1MB. Compared to the large traffic
volume in datacenter networks, the communication overhead
is quite small. To further reduce the overhead, the sampling
rate and polling interval could be dynamically tuned.

VI. EXTENSIONS OF TAILOR

Integrating with task schedulers: Currently, we try to
improve coflow performance given the senders and receivers of
flows. In other words, we assume a task distributor (scheduler),
(e.g., Sparrow [30]) has already select machines for each
computation task of a specific job. Nevertheless, it is the job
completion time, not the coflow completion time, that directly
influences user-perceived performance. We should integrate
task distribution and coflow scheduling to jointly improve
job performance. We leave such a comprehensive scheme for
future work.

Routing for splittable flows: In order to minimize the
number of out-of-order packets, Tailor only reroutes a flow
as a whole. To support routing for splittable flows, both the
congestion control algorithms at endhosts and the routing
algorithm in the controller need to change. With respect
to endhosts, receivers can adopt reorder buffers, which are
responsible for reordering scrambled packets before delivering
the packets to upper layers in the network stack. Alternatively,
receivers can increase the receive window in TCP segment and
avoid the false detection of congestion caused by slightly out-
of-order packets. As for the controller, it needs to select several
candidate paths and determines the portion of data a flow sends
to each path. We can extend Tailor to support splittable flows
by searching for 𝑘 candidate paths instead of merely looking
for one. The amount of data routed to each path should be
proportional to the available bandwidth on that path.

VII. RELATED WORK

Flow scheduling: The literature of network resource allo-
cation has largely focused on scheduling of each individual
flow (e.g., [6] [31] [5]), aiming at minimizing the average
flow completion times. Since they have not taken the coflow
semantics into consideration, bandwidth might be wasted to
flows that can already finish ahead of the other flows within
the same coflow. This potentially slows down other flows and
thus slows downs the coflow as a whole. Instead of merely
prioritizing latency-sensitive flows, Hedera [3], MPTCP [32]
and Conga [33] improve the overall performance by distribut-
ing network load more uniformly leveraging dynamic routing,
flow dividing and switch upgrading respectively. Again, these



methods restrict themselves to flow-level performance, and
thus cannot improve coflow-level efficiency as Tailor does.

Coflow scheduling: Chowdhury et al. in [7] propose a
global control architecture, Orchestra, to conduct weighted
bandwidth sharing in both intra- and inter- coflow level. Baraat
[10] aims to reduce the average coflow completion times
by using FIFO-LM inter-coflow scheduling. Varys [8] further
improves coflow scheduling by combining priority-based inter-
coflow scheduling (i.e., smallest effective bottleneck first) and
weighted sharing among flows within a coflow. Aalo [9] adopts
the generalized least serviced first heuristic to avoid collecting
coflow information in advance. These methods, however, have
not utilized the benefit of multipath topologies in typical
datacenter networks. Restricted to a static path throughout a
flow’s lifetime, the scheduling is merely effective for unipath
networks.

Identifying such inefficiencies, Zhao et al. propose Rapier
[11], a centralized scheduler to conduct both scheduling and
routing. Despite the similar architecture with Tailor, their per-
flow scheduling and routing rely on solving an ILP opti-
mization problem. By controlling every single flow within
the network, the controller is likely to crash by millions of
control messages, and switches are overwhelmed by tremen-
dous forwarding rules. In contrast, Tailor only deals with the
bottleneck flow of a given coflow, the majority of fast and
small flows follow their default routes. Exempting per-flow
rate limiting, Tailor has successfully minimized the modifi-
cation of endhosts, making the routing scheme transparent to
datacenter tenants.

VIII. CONCLUSION

In this paper, we have proposed and studied the problem
of minimizing the completion times of coflows in software-
defined datacenters. Through an in-depth analysis of coflow-
aware scheduling and routing, we find that the the global visi-
bility and centralized network control available in software-
defined networking are important for better coflow perfor-
mance. Based on this observation, we have designed and im-
plemented Tailor, a coflow-aware routing mechanism, which
dynamically identifies and reroutes the bottleneck flow of
a given coflow. The rerouting process guarantees that the
completion time of a coflow decreases monotonically and con-
verges to the lower bound. The experiment results both on our
Mininet-based prototype and simulations have demonstrated
that Tailor reduces the coflow completion times significantly
achieves much better coflow performance with little overhead.

REFERENCES

[1] J. Dean and S. Ghemawat, “MapReduce: Simplified data processing on
large clusters,” in Proc. USENIX OSDI, 2004.

[2] “Latency is everywhere and it costs you sales,” http://highscalability.
com/latency-everywhere-and-it-costs-you-sales-how-crush-it.

[3] M. Al-Fares, S. Radhakrishnan, B. Raghavan, N. Huang, and A. Vah-
dat, “Hedera: Dynamic flow scheduling for data center networks,” in
Proc. USENIX NSDI, 2010.

[4] M. Alizadeh, A. Greenberg, D. A. Maltz, J. Padhye, P. Patel, B. Prab-
hakar, S. Sengupta, and M. Sridharan, “Data Center TCP (DCTCP),” in
Proc. ACM SIGCOMM, vol. 41, no. 4, 2011, pp. 63–74.

[5] C.-Y. Hong, M. Caesar, and P. Godfrey, “Finishing flows quickly with
preemptive scheduling,” in Proc. ACM SIGCOMM, vol. 42, no. 4, 2012,
pp. 127–138.

[6] M. Alizadeh, S. Yang, M. Sharif, S. Katti, N. McKeown, B. Prabhakar,
and S. Shenker, “pFabric: Minimal near-optimal datacenter transport,”
in Proc. ACM SIGCOMM, 2013.

[7] M. Chowdhury, M. Zaharia, J. Ma, M. I. Jordan, and I. Stoica, “Man-
aging data transfers in computer clusters with Orchestra,” in Proc. ACM
SIGCOMM, vol. 41, no. 4, 2011, pp. 98–109.

[8] M. Chowdhury, Y. Zhong, and I. Stoica, “Efficient Coflow Scheduling
with Varys,” in Proc. ACM SIGCOMM, 2014.

[9] M. Chowdhury and I. Stoica, “Efficient coflow scheduling without prior
knowledge,” in Proc. ACM SIGCOMM, 2015, pp. 393–406.

[10] F. Dogar, T. Karagiannis, H. Ballani, and A. Rowstron, “Decentralized
task-aware scheduling for data center networks,” in Proc. ACM SIG-
COMM, 2014.

[11] Y. Zhao, K. Chen, W. Bai, M. Y. USC, C. Tian, Y. Geng, Y. Zhang,
D. Li, and S. Wang, “Rapier: Integrating routing and scheduling for
coflow-aware data center networks,” in Proc. IEEE INFOCOM, 2015.

[12] Y. Chen, S. Alspaugh, and R. Katz, “Interactive analytical processing
in big data systems: A cross-industry study of mapreduce workloads,”
Proc. the VLDB Endow., vol. 5, no. 12, pp. 1802–1813, 2012.

[13] M. Al-Fares, A. Loukissas, and A. Vahdat, “A scalable, commodity data
center network architecture,” in Proc. ACM SIGCOMM, vol. 38, no. 4,
2008, pp. 63–74.

[14] C. Guo, H. Wu, K. Tan, L. Shi, Y. Zhang, and S. Lu, “Dcell: a scalable
and fault-tolerant network structure for data centers,” in Proc. ACM
SIGCOMM, vol. 38, no. 4, 2008, pp. 75–86.

[15] K. Shvachko, H. Kuang, S. Radia, and R. Chansler, “The Hadoop
distributed file system,” in Proc. IEEE Symposium on Mass Storage
Systems and Technologies (MSST), 2010, pp. 1–10.

[16] G. Malewicz, M. H. Austern, A. J. Bik, J. C. Dehnert, I. Horn, N. Leiser,
and G. Czajkowski, “Pregel: a system for large-scale graph processing,”
in Proc. ACM SIGMOD, 2010.

[17] M. Isard, M. Budiu, Y. Yu, A. Birrell, and D. Fetterly, “Dryad: dis-
tributed data-parallel programs from sequential building blocks,” ACM
SIGOPS Operating Systems Review, vol. 41, no. 3, pp. 59–72, 2007.

[18] M. Zaharia, M. Chowdhury, T. Das, A. Dave, J. Ma, M. McCauley,
M. J. Franklin, S. Shenker, and I. Stoica, “Resilient distributed datasets:
A fault-tolerant abstraction for in-memory cluster computing,” in
Proc. USENIX NSDI, 2012.

[19] “Google Cloud Platform: App engine pipeline API,” https://github.com/
GoogleCloudPlatform/appengine-pipelines.

[20] T. Leighton and S. Rao, “Multicommodity max-flow min-cut theorems
and their use in designing approximation algorithms,” Journal of the
ACM (JACM), vol. 46, no. 6, pp. 787–832, 1999.

[21] “sFlow,” http://www.inmon.com/products/sFlow-RT.php.
[22] Y. Peng, K. Chen, G. Wang, W. Bai, Z. Ma, and L. Gu, “Hadoopwatch: A

first step towards comprehensive traffic forecasting in cloud computing,”
in Proc. IEEE INFOCOM, 2014, pp. 19–27.

[23] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L. Peterson,
J. Rexford, S. Shenker, and J. Turner, “Openflow: Enabling innovation
in campus networks,” ACM SIGCOMM Computer Communnication
Review, vol. 38, no. 2, pp. 69–74, 2008.

[24] V. Jeyakumar, M. Alizadeh, D. Mazieres, B. Prabhakar, C. Kim, and
A. Greenberg, “EyeQ: Practical network performance isolation at the
edge,” in Proc. USENIX NSDI, 2013.

[25] T. Benson, A. Akella, and D. A. Maltz, “Network traffic characteristics
of data centers in the wild,” in Proc. ACM SIGCOMM conference on
Internet measurement (IMC), 2010.

[26] “Pox,” https://github.com/noxrepo/pox.
[27] B. Lantz, B. Heller, and N. McKeown, “A network in a laptop: rapid

prototyping for software-defined networks,” in Proc. ACM SIGCOMM
Workshop on Hot Topics in Networks (Hotnets), 2010.

[28] “Hedera on Mininet,” http://www.inmon.com/products/sFlow-RT.php.
[29] “The Network Simulator NS-3.” http://www.nsnam.org/.
[30] K. Ousterhout, P. Wendell, M. Zaharia, and I. Stoica, “Sparrow:

distributed, low latency scheduling,” in Proc. ACM Symposium on
Operating Systems Principles (SOSP), 2013, pp. 69–84.

[31] C. Wilson, H. Ballani, T. Karagiannis, and A. Rowtron, “Better never
than late: Meeting deadlines in datacenter networks,” in Proc. ACM
SIGCOMM, vol. 41, no. 4, 2011, pp. 50–61.

[32] C. Raiciu, S. Barre, C. Pluntke, A. Greenhalgh, D. Wischik, and
M. Handley, “Improving datacenter performance and robustness with
multipath TCP,” in Proc. ACM SIGCOMM, vol. 41, no. 4, 2011, pp.
266–277.

[33] M. Alizadeh, T. Edsall, S. Dharmapurikar, R. Vaidyanathan, K. Chu,
A. Fingerhut, F. Matus, R. Pan, N. Yadav, G. Varghese et al.,
“Conga: Distributed congestion-aware load balancing for datacenters,”
in Proc. ACM SIGCOMM, 2014, pp. 503–514.


	Select a link below
	Return to Proceedings
	Return to Main Menu



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AbadiMT-CondensedLight
    /ACaslon-Italic
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /AGaramond-Bold
    /AGaramond-BoldItalic
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AgencyFB-Bold
    /AgencyFB-Reg
    /AGOldFace-Outline
    /AharoniBold
    /Algerian
    /Americana
    /Americana-ExtraBold
    /AndaleMono
    /AndaleMonoIPA
    /AngsanaNew
    /AngsanaNew-Bold
    /AngsanaNew-BoldItalic
    /AngsanaNew-Italic
    /AngsanaUPC
    /AngsanaUPC-Bold
    /AngsanaUPC-BoldItalic
    /AngsanaUPC-Italic
    /Anna
    /ArialAlternative
    /ArialAlternativeSymbol
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialMT-Black
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /BakerSignet
    /BankGothicBT-Medium
    /Barmeno-Bold
    /Barmeno-ExtraBold
    /Barmeno-Medium
    /Barmeno-Regular
    /Baskerville
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /Baskerville-BoldItalic
    /Baskerville-Italic
    /BaskOldFace
    /Batang
    /BatangChe
    /Bauhaus93
    /Bellevue
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlingAntiqua-Bold
    /BerlingAntiqua-BoldItalic
    /BerlingAntiqua-Italic
    /BerlingAntiqua-Roman
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BiffoMT
    /BinnerD
    /BinnerGothic
    /BlackadderITC-Regular
    /Blackoak
    /blex
    /blsy
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolOne-Regular
    /BookshelfSymbolSeven
    /BookshelfSymbolThree-Regular
    /BookshelfSymbolTwo-Regular
    /Botanical
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BradleyHandITC
    /Braggadocio
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /BrowalliaNew-BoldItalic
    /BrowalliaNew-Italic
    /BrowalliaUPC
    /BrowalliaUPC-Bold
    /BrowalliaUPC-BoldItalic
    /BrowalliaUPC-Italic
    /BrushScript
    /BrushScriptMT
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /Carta
    /CaslonOpenfaceBT-Regular
    /Castellar
    /CastellarMT
    /Centaur
    /Centaur-Italic
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchL-Bold
    /CenturySchL-BoldItal
    /CenturySchL-Ital
    /CenturySchL-Roma
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /CGTimes-Bold
    /CGTimes-BoldItalic
    /CGTimes-Italic
    /CGTimes-Regular
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Chiller-Regular
    /Cmb10
    /CMB10
    /Cmbsy10
    /CMBSY10
    /CMBSY5
    /CMBSY6
    /CMBSY7
    /CMBSY8
    /CMBSY9
    /Cmbx10
    /CMBX10
    /Cmbx12
    /CMBX12
    /Cmbx5
    /CMBX5
    /Cmbx6
    /CMBX6
    /Cmbx7
    /CMBX7
    /Cmbx8
    /CMBX8
    /Cmbx9
    /CMBX9
    /Cmbxsl10
    /CMBXSL10
    /Cmbxti10
    /CMBXTI10
    /Cmcsc10
    /CMCSC10
    /Cmcsc8
    /CMCSC8
    /Cmcsc9
    /CMCSC9
    /Cmdunh10
    /CMDUNH10
    /Cmex10
    /CMEX10
    /CMEX7
    /CMEX8
    /CMEX9
    /Cmff10
    /CMFF10
    /Cmfi10
    /CMFI10
    /Cmfib8
    /CMFIB8
    /Cminch
    /CMINCH
    /Cmitt10
    /CMITT10
    /Cmmi10
    /CMMI10
    /Cmmi12
    /CMMI12
    /Cmmi5
    /CMMI5
    /Cmmi6
    /CMMI6
    /Cmmi7
    /CMMI7
    /Cmmi8
    /CMMI8
    /Cmmi9
    /CMMI9
    /Cmmib10
    /CMMIB10
    /CMMIB5
    /CMMIB6
    /CMMIB7
    /CMMIB8
    /CMMIB9
    /Cmr10
    /CMR10
    /Cmr12
    /CMR12
    /Cmr17
    /CMR17
    /Cmr5
    /CMR5
    /Cmr6
    /CMR6
    /Cmr7
    /CMR7
    /Cmr8
    /CMR8
    /Cmr9
    /CMR9
    /Cmsl10
    /CMSL10
    /Cmsl12
    /CMSL12
    /Cmsl8
    /CMSL8
    /Cmsl9
    /CMSL9
    /Cmsltt10
    /CMSLTT10
    /Cmss10
    /CMSS10
    /Cmss12
    /CMSS12
    /Cmss17
    /CMSS17
    /Cmss8
    /CMSS8
    /Cmss9
    /CMSS9
    /Cmssbx10
    /CMSSBX10
    /Cmssdc10
    /CMSSDC10
    /Cmssi10
    /CMSSI10
    /Cmssi12
    /CMSSI12
    /Cmssi17
    /CMSSI17
    /Cmssi8
    /CMSSI8
    /Cmssi9
    /CMSSI9
    /Cmssq8
    /CMSSQ8
    /Cmssqi8
    /CMSSQI8
    /Cmsy10
    /CMSY10
    /Cmsy5
    /CMSY5
    /Cmsy6
    /CMSY6
    /Cmsy7
    /CMSY7
    /Cmsy8
    /CMSY8
    /Cmsy9
    /CMSY9
    /Cmtcsc10
    /CMTCSC10
    /Cmtex10
    /CMTEX10
    /Cmtex8
    /CMTEX8
    /Cmtex9
    /CMTEX9
    /Cmti10
    /CMTI10
    /Cmti12
    /CMTI12
    /Cmti7
    /CMTI7
    /Cmti8
    /CMTI8
    /Cmti9
    /CMTI9
    /Cmtt10
    /CMTT10
    /Cmtt12
    /CMTT12
    /Cmtt8
    /CMTT8
    /Cmtt9
    /CMTT9
    /Cmu10
    /CMU10
    /Cmvtt10
    /CMVTT10
    /ColonnaMT
    /Colossalis-Bold
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Copperplate-ThirtyThreeBC
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /CordiaNew-BoldItalic
    /CordiaNew-Italic
    /CordiaUPC
    /CordiaUPC-Bold
    /CordiaUPC-BoldItalic
    /CordiaUPC-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /CourierX-Bold
    /CourierX-BoldOblique
    /CourierX-Oblique
    /CourierX-Regular
    /CreepyRegular
    /CurlzMT
    /David-Bold
    /David-Reg
    /DavidTransparent
    /Dcb10
    /Dcbx10
    /Dcbxsl10
    /Dcbxti10
    /Dccsc10
    /Dcitt10
    /Dcr10
    /Desdemona
    /DilleniaUPC
    /DilleniaUPCBold
    /DilleniaUPCBoldItalic
    /DilleniaUPCItalic
    /Dingbats
    /DomCasual
    /Dotum
    /DotumChe
    /DoulosSIL
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversGothicBT-Regular
    /EngraversMT
    /EraserDust
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /ErieBlackPSMT
    /ErieLightPSMT
    /EriePSMT
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EucrosiaUPC
    /EucrosiaUPCBold
    /EucrosiaUPCBoldItalic
    /EucrosiaUPCItalic
    /EUEX10
    /EUEX7
    /EUEX8
    /EUEX9
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuroMono-Bold
    /EuroMono-BoldItalic
    /EuroMono-Italic
    /EuroMono-Regular
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /FelixTitlingMT
    /Fences
    /FencesPlain
    /FigaroMT
    /FixedMiriamTransparent
    /FootlightMTLight
    /Formata-Italic
    /Formata-Medium
    /Formata-MediumItalic
    /Formata-Regular
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothicITCbyBT-Book
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreesiaUPC
    /FreesiaUPCBold
    /FreesiaUPCBoldItalic
    /FreesiaUPCItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-Medium
    /FuturaBT-MediumItalic
    /Futura-Light
    /Futura-LightOblique
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Garamond
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-Italic
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Gautami
    /GeometricSlab703BT-Light
    /GeometricSlab703BT-LightItalic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /GeorgiaRef
    /Giddyup
    /Giddyup-Thangs
    /Gigi-Regular
    /GillSans
    /GillSans-Bold
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-CondensedBold
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GloucesterMT-ExtraCondensed
    /Gothic-Thirteen
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /GoudyTextMT-LombardicCapitals
    /GSIDefaultSymbols
    /Gulim
    /GulimChe
    /Gungsuh
    /GungsuhChe
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Fraction
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Humanist521BT-BoldCondensed
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-RomanCondensed
    /Imago-ExtraBold
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /IrisUPCBoldItalic
    /IrisUPCItalic
    /Ironwood
    /ItcEras-Medium
    /ItcKabel-Bold
    /ItcKabel-Book
    /ItcKabel-Demi
    /ItcKabel-Medium
    /ItcKabel-Ultra
    /JasmineUPC
    /JasmineUPC-Bold
    /JasmineUPC-BoldItalic
    /JasmineUPC-Italic
    /JoannaMT
    /JoannaMT-Italic
    /Jokerman-Regular
    /JuiceITC-Regular
    /Kartika
    /Kaufmann
    /KaufmannBT-Bold
    /KaufmannBT-Regular
    /KidTYPEPaint
    /KinoMT
    /KodchiangUPC
    /KodchiangUPC-Bold
    /KodchiangUPC-BoldItalic
    /KodchiangUPC-Italic
    /KorinnaITCbyBT-Regular
    /KristenITC-Regular
    /KrutiDev040Bold
    /KrutiDev040BoldItalic
    /KrutiDev040Condensed
    /KrutiDev040Italic
    /KrutiDev040Thin
    /KrutiDev040Wide
    /KrutiDev060
    /KrutiDev060Bold
    /KrutiDev060BoldItalic
    /KrutiDev060Condensed
    /KrutiDev060Italic
    /KrutiDev060Thin
    /KrutiDev060Wide
    /KrutiDev070
    /KrutiDev070Condensed
    /KrutiDev070Italic
    /KrutiDev070Thin
    /KrutiDev070Wide
    /KrutiDev080
    /KrutiDev080Condensed
    /KrutiDev080Italic
    /KrutiDev080Wide
    /KrutiDev090
    /KrutiDev090Bold
    /KrutiDev090BoldItalic
    /KrutiDev090Condensed
    /KrutiDev090Italic
    /KrutiDev090Thin
    /KrutiDev090Wide
    /KrutiDev100
    /KrutiDev100Bold
    /KrutiDev100BoldItalic
    /KrutiDev100Condensed
    /KrutiDev100Italic
    /KrutiDev100Thin
    /KrutiDev100Wide
    /KrutiDev120
    /KrutiDev120Condensed
    /KrutiDev120Thin
    /KrutiDev120Wide
    /KrutiDev130
    /KrutiDev130Condensed
    /KrutiDev130Thin
    /KrutiDev130Wide
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldOblique
    /LetterGothic-BoldSlanted
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LetterGothic-Slanted
    /LevenimMT
    /LevenimMTBold
    /LilyUPC
    /LilyUPCBold
    /LilyUPCBoldItalic
    /LilyUPCItalic
    /Lithos-Black
    /Lithos-Regular
    /LotusWPBox-Roman
    /LotusWPIcon-Roman
    /LotusWPIntA-Roman
    /LotusWPIntB-Roman
    /LotusWPType-Roman
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Lydian
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /Map-Symbols
    /MathA
    /MathB
    /MathC
    /Mathematica1
    /Mathematica1-Bold
    /Mathematica1Mono
    /Mathematica1Mono-Bold
    /Mathematica2
    /Mathematica2-Bold
    /Mathematica2Mono
    /Mathematica2Mono-Bold
    /Mathematica3
    /Mathematica3-Bold
    /Mathematica3Mono
    /Mathematica3Mono-Bold
    /Mathematica4
    /Mathematica4-Bold
    /Mathematica4Mono
    /Mathematica4Mono-Bold
    /Mathematica5
    /Mathematica5-Bold
    /Mathematica5Mono
    /Mathematica5Mono-Bold
    /Mathematica6
    /Mathematica6Bold
    /Mathematica6Mono
    /Mathematica6MonoBold
    /Mathematica7
    /Mathematica7Bold
    /Mathematica7Mono
    /Mathematica7MonoBold
    /MatisseITC-Regular
    /MaturaMTScriptCapitals
    /Mesquite
    /Mezz-Black
    /Mezz-Regular
    /MICR
    /MicrosoftSansSerif
    /MingLiU
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-Ornaments
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /Miriam
    /MiriamFixed
    /MiriamTransparent
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MonotypeSorts
    /MSAM10
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MS-Gothic
    /MSHei
    /MSLineDrawPSMT
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReference1
    /MSReference2
    /MSReferenceSansSerif
    /MSReferenceSansSerif-Bold
    /MSReferenceSansSerif-BoldItalic
    /MSReferenceSansSerif-Italic
    /MSReferenceSerif
    /MSReferenceSerif-Bold
    /MSReferenceSerif-BoldItalic
    /MSReferenceSerif-Italic
    /MSReferenceSpecialty
    /MSSong
    /MS-UIGothic
    /MT-Extra
    /MTExtraTiger
    /MT-Symbol
    /MT-Symbol-Italic
    /MVBoli
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-Italic
    /Myriad-Roman
    /Narkisim
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewMilleniumSchlbk-BoldItalicSH
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Italic
    /NewsGothicBT-Roman
    /NewsGothic-Condensed
    /NewsGothic-Italic
    /NewsGothicMT
    /NewsGothicMT-Bold
    /NewsGothicMT-Italic
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NimbusMonL-Bold
    /NimbusMonL-BoldObli
    /NimbusMonL-Regu
    /NimbusMonL-ReguObli
    /NimbusRomNo9L-Medi
    /NimbusRomNo9L-MediItal
    /NimbusRomNo9L-Regu
    /NimbusRomNo9L-ReguItal
    /NimbusSanL-Bold
    /NimbusSanL-BoldCond
    /NimbusSanL-BoldCondItal
    /NimbusSanL-BoldItal
    /NimbusSanL-Regu
    /NimbusSanL-ReguCond
    /NimbusSanL-ReguCondItal
    /NimbusSanL-ReguItal
    /Nimrod
    /Nimrod-Bold
    /Nimrod-BoldItalic
    /Nimrod-Italic
    /NSimSun
    /Nueva-BoldExtended
    /Nueva-BoldExtendedItalic
    /Nueva-Italic
    /Nueva-Roman
    /NuptialScript
    /OCRA
    /OCRA-Alternate
    /OCRAExtended
    /OCRB
    /OCRB-Alternate
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OldEnglishTextMT
    /Onyx
    /OnyxBT-Regular
    /OzHandicraftBT-Roman
    /PalaceScriptMT
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Palatino-Roman
    /PapyrusPlain
    /Papyrus-Regular
    /Parchment-Regular
    /Parisian
    /ParkAvenue
    /Penumbra-SemiboldFlare
    /Penumbra-SemiboldSans
    /Penumbra-SemiboldSerif
    /PepitaMT
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PhotinaCasualBlack
    /Playbill
    /PMingLiU
    /Poetica-SuppOrnaments
    /PoorRichard-Regular
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /PrestigeElite
    /Pristina-Regular
    /PTBarnumBT-Regular
    /Raavi
    /RageItalic
    /Ravie
    /RefSpecialty
    /Ribbon131BT-Bold
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /Rod
    /RodTransparent
    /RunicMT-Condensed
    /Sanvito-Light
    /Sanvito-Roman
    /ScriptC
    /ScriptMTBold
    /SegoeUI
    /SegoeUI-Bold
    /SegoeUI-BoldItalic
    /SegoeUI-Italic
    /Serpentine-BoldOblique
    /ShelleyVolanteBT-Regular
    /ShowcardGothic-Reg
    /Shruti
    /SILDoulosIPA
    /SimHei
    /SimSun
    /SimSun-PUA
    /SnapITC-Regular
    /StandardSymL
    /Stencil
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /Stop
    /Swiss721BT-BlackExtended
    /Sylfaen
    /Symbol
    /SymbolMT
    /SymbolTiger
    /SymbolTigerExpert
    /Tahoma
    /Tahoma-Bold
    /Tci1
    /Tci1Bold
    /Tci1BoldItalic
    /Tci1Italic
    /Tci2
    /Tci2Bold
    /Tci2BoldItalic
    /Tci2Italic
    /Tci3
    /Tci3Bold
    /Tci3BoldItalic
    /Tci3Italic
    /Tci4
    /Tci4Bold
    /Tci4BoldItalic
    /Tci4Italic
    /TechnicalItalic
    /TechnicalPlain
    /Tekton
    /Tekton-Bold
    /TektonMM
    /Tempo-HeavyCondensed
    /Tempo-HeavyCondensedItalic
    /TempusSansITC
    /Tiger
    /TigerExpert
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldItalicOsF
    /Times-BoldSC
    /Times-ExtraBold
    /Times-Italic
    /Times-ItalicOsF
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Times-RomanSC
    /Trajan-Bold
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-CondensedMedium
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Univers-Bold
    /Univers-BoldItalic
    /UniversCondensed-Bold
    /UniversCondensed-BoldItalic
    /UniversCondensed-Medium
    /UniversCondensed-MediumItalic
    /Univers-Medium
    /Univers-MediumItalic
    /URWBookmanL-DemiBold
    /URWBookmanL-DemiBoldItal
    /URWBookmanL-Ligh
    /URWBookmanL-LighItal
    /URWChanceryL-MediItal
    /URWGothicL-Book
    /URWGothicL-BookObli
    /URWGothicL-Demi
    /URWGothicL-DemiObli
    /URWPalladioL-Bold
    /URWPalladioL-BoldItal
    /URWPalladioL-Ital
    /URWPalladioL-Roma
    /USPSBarCode
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VerdanaRef
    /VinerHandITC
    /Viva-BoldExtraExtended
    /Vivaldii
    /Viva-LightCondensed
    /Viva-Regular
    /VladimirScript
    /Vrinda
    /Webdings
    /Westminster
    /Willow
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /WP-ArabicScriptSihafa
    /WP-ArabicSihafa
    /WP-BoxDrawing
    /WP-CyrillicA
    /WP-CyrillicB
    /WP-GreekCentury
    /WP-GreekCourier
    /WP-GreekHelve
    /WP-HebrewDavid
    /WP-IconicSymbolsA
    /WP-IconicSymbolsB
    /WP-Japanese
    /WP-MathA
    /WP-MathB
    /WP-MathExtendedA
    /WP-MathExtendedB
    /WP-MultinationalAHelve
    /WP-MultinationalARoman
    /WP-MultinationalBCourier
    /WP-MultinationalBHelve
    /WP-MultinationalBRoman
    /WP-MultinationalCourier
    /WP-Phonetic
    /WPTypographicSymbols
    /XYATIP10
    /XYBSQL10
    /XYBTIP10
    /XYCIRC10
    /XYCMAT10
    /XYCMBT10
    /XYDASH10
    /XYEUAT10
    /XYEUBT10
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064506390020064506420627064A064A0633002006390631063600200648063706280627063906290020062706440648062B0627062606420020062706440645062A062F062706480644062900200641064A00200645062C062706440627062A002006270644062306390645062706440020062706440645062E062A064406410629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd00630068002000700072006f002000730070006f006c00650068006c0069007600e90020007a006f006200720061007a006f007600e1006e00ed002000610020007400690073006b0020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003b103be03b903cc03c003b903c303c403b7002003c003c103bf03b203bf03bb03ae002003ba03b103b9002003b503ba03c403cd03c003c903c303b7002003b503c003b903c703b503b903c103b703bc03b103c403b903ba03ce03bd002003b503b303b303c103ac03c603c903bd002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405E605D205D4002005D505D405D305E405E105D4002005D005DE05D905E005D4002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D905D505EA05E8002E002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata pogodnih za pouzdani prikaz i ispis poslovnih dokumenata koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF00410020006800690076006100740061006c006f007300200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d0065006700740065006b0069006e007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200073007a00e1006e0074002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c00200068006f007a006800610074006a00610020006c00e9007400720065002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f0020006e00690065007a00610077006f0064006e00650067006f002000770079015b0077006900650074006c0061006e00690061002000690020006400720075006b006f00770061006e0069006100200064006f006b0075006d0065006e007400f300770020006600690072006d006f0077007900630068002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e007400720075002000760069007a00750061006c0069007a00610072006500610020015f006900200074006900700103007200690072006500610020006c0061002000630061006c006900740061007400650020007300750070006500720069006f0061007201030020006100200064006f00630075006d0065006e00740065006c006f007200200064006500200061006600610063006500720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f043e04340445043e0434044f04490438044500200434043b044f0020043d0430043404350436043d043e0433043e0020043f0440043e0441043c043e044204400430002004380020043f04350447043004420438002004340435043b043e0432044b044500200434043e043a0443043c0435043d0442043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020007000720069006d00650072006e006900680020007a00610020007a0061006e00650073006c006a00690076006f0020006f0067006c00650064006f00760061006e006a006500200069006e0020007400690073006b0061006e006a006500200070006f0073006c006f0076006e0069006800200064006f006b0075006d0065006e0074006f0076002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005400690063006100720069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900720020015f0065006b0069006c006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




