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Abstract—Collaborative ISP caching has been advocated to selection mechanisms have been introduced in the literatur
reduce the otherwise significant amount of costly inter-ISP traft  such as P4P [4] and TopBT [5]. Using proximity information
generated by peer-to-peer (P2P) applications. The fundamenta .4ided by the ISP infrastructure or end-to-end distance

design criteria employed by ISP cache servers are, however, not timation dri b th dt I iqati
well understood, with respect to dynamic P2P traffic patterns, estimation driven Dy peers, the proposed topology nawvigall

ISP peering policies and cache server capacity constraints. In @lgorithms guide peers to select nearby candidates when
particular, there is a lack of investigations on the design and overlay connections are established. The locality of sting
analysis of resource allocation mechanisms with awareness ofor file sharing traffic can therefore be improved. Howeveg, th
inter-ISP traffic and ISP policies in the context of collaborative  4yimity-driven biased neighbor selection also raisesbt®

ISP caching — which is our focus in this study. In this paper, .

by characterizing practical inter-ISP traffic patterns, we have regarding the robustness of the P2P overlay [6]. The_ system
developed a theoretical framework to analyze representative Performance becomes vulnerable due to the dynamic nature
cache resource allocation schemes within the design space obf P2P networks.

collaborative caching, with a particular focus on minimizing  Qur solution in this paper is to provide collaborative caghi
costly inter-ISP traffic. The optimization framework incorporates 1, achieve the traffic locality in P2P networks. Caching in

both locality-aware and locality-unaware peer selection strategies . - . .
and ISP peering agreements, in order to examine their respective the current Internet is mainly used for web traffic [7], but it

effects on the design of ISP collaborative caching mechanisms.benefits and applicability to P2P networks have also started
Our analyses not only help us understand the traffic character- to draw research attention [8]. Collaborative caching raech

istics of existing P2P systems in light of realistic elements, but nisms represent an alternative way to unify the concerns on

also offer fundamental insights into designing collaborative ISP mitigating inter-ISP traffic costs and improving the seevic

caching mechanisms. quality to P2P users. On the one hand, traffic redirected to
I. INTRODUCTION cache servers deployed at the edges of ISPs can be controlled

) ) ) so that it does not incur transit traffic costs. This is thenariy
The Internet has witnessed a remarkable increase in Peer(—)tgsign objective of the new collaborative caching alganith

Peer (P2P) applications over the years, which has also poggd the other hand, the latency of each P2P packet can be
significant pressure to Internet Service Providers (ISA#) Wcorrespondingly reduced, which also improves the expeeign
tremendous data volume traversing the Intermnet. As recentk onq ysers, leading to a “win-win” situation for both thePkS
reported in [1], P2P applications generat¥; of the Internet
traffic worldwide, which raises intolerable inter-ISP fraf ke traditional web caching strategies, new collakiveat
costs to ISPs. It is not surprising that several ISPs haveesta caching schemes in P2P networks aimed at the mitigation of

to limit the bandwidth consumption of P2P applications by,iar |Sp traffic are concerned with the following impottan
proactively detecting and throttling their data packety [2cparacteristics: (ijnter-ISP traffic patternsTo mitigate the

However, in practice, the perceived service quality of P2R i cost, cache servers have to understand fundamental
users is of great importance for ISPs to maintain their gusto

! : X characteristics of inter-ISP traffic. This requires thdatmbra-
bases, for which ISPs cannot proactively intercept P2Rdrafi,, petween P2P applications and ISPs to trace the dynamic

over the long run. Thus, one critical challenge is to make P2f3terns of P2P traffic; (ifCache server resource allocatiom
applications friendly towards ISPs. ~ aP2P content delivery network, especially on a video dhistri
The aforementioned tussle between two entities is origthat;y, platform, the cache hit ratio of a caching scheme is het t
from the disparity between the P2P overlay and the ISP undgpy factor contributing to the system performance. Thisie
lay. In & P2P network where peers form an application-laygy the |imited uploading capacity provided by cache servers
overlay, neighbors can be fairly distant from the viewpointompared to the enormous requirements from miscellaneous
of the underlying Internet topology. Specifically, measveat onq ysers. Therefore, resource allocation strategies teed
studies on the BitTorrent system have shown 86 —90% pe investigated, with respect to both storage and bandwidth
of existing local pieces of data_ln active peers are dowrddadconstraints; (ii)ISP peering agreementtSP peering relation
externally [3]. To resolve this tussle, locality-aware IPeg55 emerged as an important way to mitigate Internet transit

, traffic costs [9]. Since P2P service is typically built over
*The research was support in part by a grant from RGC underdthieacts

615608, and by a grant from Huawei Technologies Co. Ltd. utidecontract e public Im?met across_mlljlt.iple ISPs, it further reqs‘ir_
HUAW18-15L0181011/PN. the collaboration between individual ISPs and correspandi

and users alike.



cache servers to minimize the volume of transit traffic bgcheme is transparent to end users while a locality-aware
exploiting ISP peering. peer selection scheme explicitly interferes with P2P awerl

In response to those challenges and unexposed propertsistruction. Finally, our work can build upon locality-ane
we propose in this paper a unifying optimization framewark tP2P systems to further eliminate the inter-ISP traffic.
systematically analyze the efficiency of collaborativehiag The caching strategy is traditionally applied to the web
schemes in ISP-aware P2P networks. Taking the video d[g} for reducing user access latencies to web pages. With a
tribution platform as an example, we first develop a theoraemarkable increase of P2P traffic over the Internet baaibon
ical model to characterize the inter-ISP traffic generatgd lseveral commercial cache products specifically designed fo
practical P2P networks. We observe that both ISP scales &®P traffic have appeared in the market, such as Cachel-
dynamic properties of P2P video sessions, such as the dhammgc [13]. In the view of caching algorithms, Hefeeddh
popularity, have explicit effects on the resulting traff8y al. [14] have proposed a proportional partial caching scheme
characterizing practical inter-ISP traffic patterns, wepmse targeting on general P2P systems. However, these works
a representative resource allocation scheme with a pkaticumainly focus on independent server caching with the primary
focus on the mitigation of inter-ISP traffic. Our performancconcern of improving the byte hit ratio. Neither the collab-
analysis shows that our framework achieves a significamtation between ISPs nor cache server bandwidth constraint
reduction in traffic, with respect to both locality-awaredanare included in the consideration. Our work not only proside
locality-unaware peer selection schemes. We further thvesa theoretic framework with respects to both storage and
gate the effects of ISP peering agreements on the perfoenabandwidth utilization, but also incorporates concernsuat®P
of our optimization solution. It is not surprising to find thapeering relation.
the peering relationships have positive effects on thegatiotn ~ Dan [15] introduced a collaborative caching scheme with
of inter-ISP traffic. An evolved collaborative caching sefee awareness of peering agreements among ISPs to reduce the
tailored to ISP peering relationships has then been formdla volume of transit traffic crossing ISPs. However, this model

The remainder of the paper is organized as follows. kimplifies the scenario as a rate allocation scheme among
Sec. Il, we discuss our contribution in the context of relatemultiple cache servers, which lacks investigations inte th
works. In Sec. lll, we present the fundamentals of our intefundamental properties of inter-ISP traffic and other pcatt
ISP traffic model, along with the optimization framework irconstraints in real-world P2P applications. Compared i® th
mitigating inter-ISP traffic. Sec. IV discusses both theeeff work, our study first develops an inter-ISP traffic model loase
of ISP peering agreements and the corresponding variati@spractical P2P application properties, and then elabsra
in our proposed mechanisms. Sec. V proceeds to the systgi design of a new collaborative caching scheme with réspec
trace-driven analyses of our theoretical framework. Fnale to server storage and bandwidth constraints, peer satectio
conclude the paper in Sec. VI. strategies and ISP peering agreements. This paper provides
a general and unified framework with practical constraints i
mind.

ISP-friendly design has recently received significant re-
search attention in various studies, which can be generally [II. | NTER-ISP TRAFFIC MODEL AND CACHING
categorized into three classes: peer-driven biased neigigs RESOURCEALLOCATION
lection, ISP-driven biased neighbor selection and ISPiogch

Bindal et al. [10] proposed a biased neighbor selection scheme'" this section, we first dgvelop an inter-ISP .trafﬁc ”,‘Od_e'
to improve the traffic locality based on topology maps, A y taking P2P video streaming as a representative aplicati

mappings and other related metrics. latial. [11] observed Both locality-unaware and locality-aware peer selectioa a

that PPLive [12] adopts a latency-based neighbor seIecti%?n,intQ account. Based on this model, we theq propose our
mechanism which implicitly mitigates costly inter-ISPffia optimization framework to address challenges in allocatin

A similar locality-aware neighbor selection framework i®p resources on collaborative cache servers. Specifically, we
posed by Reret al. [5], in which TCP ping tools are usedexplore two sets of server strategies to allocate storage an

to estimate the proximity among peers in the system Thekg@ndwidth resources on cache servers, with a focus on inter-
studies fall into the category of peer-driven biased neu':ghbls? traffic mitigation. The gollaborat!on betwegn P2P appl!
selection. cations and cache servers is essential for the implementati

P4P [4] is a representative framework towards ISP-drivéﬁ our proposed mechanisms.
biased neighbor selection. In P4P, ISPs provide an interfa ,
to advertisg preferred paths to P2P applications. Thisrvallo'&' Inter-ISP Traffic Model
them to explicitly and efficiently implement traffic control We first present our inter-ISP traffic model by considering
between applications and network providers. Our work is tha P2P video streaming system. Without loss of generality,
paper differs from these related works in important waysuppose there are a total 8f; video channels in the system,
First, our work adopts ISP caching as the basic scheme rativich can be represented @s= {1, 2, ..., N;}. For the video
than biased neighbor selection, which potentially impé#ies distribution platform and any video channele Z, relevant
robustness of P2P overlay [6]. Second, a collaborativeingchimportant properties are summarized as follows:

Il. RELATED WORK



xz: The number of concurrent users in the P2P vidé&/e define the probability that any online user is currently in

streaming system. ISP k£ as:
x;: The number of concurrent users of video charinelthe
system. The index of each chanrdb assigned by following Pisy(k) = (N, — k +1)° )
the reverse order of the corresponding channel populasty, op ek Nk —k+1)8
the set of channels shall satisfy > z2 > ... > zn,.

- Th .  vid hanriel By adjusting the value off, we can produce different ISP
ri: The streaming rate of video channe c[iistributions with particular properties. Wheh = 0, each

fi: The size of video channél We assume that each channelsp has the same amount of concurrent users. The higher the

has the same streaming length, thus the size of video char\/r}ﬁhe of 8, the more unbalanced the ISP user population will

¢ only depends on its streaming rate. be. Note that the value ¢f is greater than or equal &

din: The in-degrc_ee of individual Peers, V\.’h.iCh defines the Therefore, the formulation af; andx;; can be derived from
number of connections established for receiving data packqhe channel popularity distribution and ISP user distidout

To simplify our analysis, we assume that the value of PeRI-t we have just introduced:
out-degree equals the value of peer in-degree. '

We are now ready to present properties of the set of existing 2= po(i) = z/H 3)
ISPSsK = {1,2,..., N}, where N,, denotes the number of ! ¢ (i +q)~
ISPs in which peers are currently viewing video channelg Th wpssp(k)/H
index of each ISR is also assigned by following the reverse Tik = X5 - Pisp(k) = Lﬂ (4)
order of the corresponding ISP popularity. Relevant noteti (i +q)
are summarized as follows: 1) Locality-Unaware Peer Selectiorin a locality-unaware
Si: The storage capacity provided by deploying cacheeer selection scheme, neighboring peers are evenlyldittd
servers in ISF. among all candidate peers. Thus, the number of neighbors
Uy: The uploading bandwidth capacity provided by deployfrom different ISPs is decided mainly by the ISP user pop-
ing cache servers in ISP. ulation as described above. We use the hyper-geometric dis-

a;r: The percentage of video channglbeing currently tribution H(x;, z;,d;y) to illustrate the probability thain
stored in cache servers of ISP Since each cache server cameighbors are selected from the same Internet provider. We
store part of the available video, the valueagf shall satisfy can subsequently obtain the result of the amount of traffimfr
0 < a;; < 1. If the video channel has been fully stored in external ISPs — also known as the inter-ISP traffic. Esplgcial

cache servers of ISR, we denote it as;, = 1. whenz; < d;,, P2P application streaming servers that supply
u;,: The uploading bandwidth assigned to video charinelinsufficient bandwidth allocation will be regarded as exsdr
by cache servers of ISP. sources. Note that the responsibility of the streamingeserv

z;,: The number of concurrent users of chanhel ISP k. denoted here is not relevant to the responsibility of cache
We first attempt to capture the user population over multipkervers deployed by ISPs, which focus on intercepting gostl
channels of the system, in order to drive the viewer poputati inter-ISP traffic.
over ISPs. The Zipf-Mandelbrot distribution [14] is used to zir\ (T — Tk z;
represent the probability of how frequently a P2P object wil Pr(local = m) = ( ' ) ( ' ' )/(d,l) 5
be accessed over the long term. This model can also be appliedh . i/ (5)
to formulate the user population over streaming channelsVere 7 € [max(0, din + i, — 2:), min(din, Tk )]

We define the probability that any online user is currentlyhe inter-ISP traffic rate generated by chaninel ISP & with-

din —m

accessing to the video channeas: out involving deployed cache servers can then be formulated
as:
pe(t) = (1+/H) T, = xik ZPr(local =m)(din —m) ;l
() in
(1) " (6)
where  H =3 _ _ 21 pisg() - (1~ pisy (k)
i+ Hitar

In this model, the higher the value g¢f the flatter the tip of Remark: Eq. (6) provides a formulation of the inter-ISP traffic
the distribution will be. We determine the value of parameterate generated by a single channel in a particular ASPhe
«a and ¢ in Sec. V by fitting the curve of the peak numbetotal amount of inter-ISP traffic rate for ISPcan be obtained
of concurrent online users in a real-world system. This rhodey summing up results over all available video channels. We
also satisfies the property that channel indices are in asevefirst note that the inter-ISP traffic caused by any particular
order of the user population. channel positively correlates to the channel popularitgxas
The second population model we elaborate here is the I8€cted. Furthermore, we observe that the ISP user populatio
user population. To illustrate the relation between theriP has an interesting impact on the resulting traffic. On the one
traffic model and ISP user population, a tunable parametertand, if two ISPs have similar numbers of concurrent users
is applied to set up different scenarios of ISP user popniati as p;sp,(k) ~ pisp(k'), we haveT;,”“ ~ T},7°. On the other



hand, if two ISPs have widely different scales, the resgltirto the inter-ISP traffic. However, the value df- p;.,(k) is
inter-ISP traffic is still very similar. For example, if tw®Ps consistently larger thaf®(:din—7ix) jn most cases, which
occupy 90% and 10% of the total online users respectivelyjmplies the advantage of locality-aware peer selection.
any particular channel will generate the same amount of-inte

ISP traffic to both. At first glance this is surprising, butlwé# B. Caching Resource Allocation Mechanisms

little explanation it is not against intuition: under thec#dity- In Sec. lI-A we have defined the inter-ISP traffic rate

unaware peer selection scheme, peighbors of peers in .Ia{greboth ISP-aware and ISP-unaware peer selection stestegi
ISPs are mostly chosen locally, which generate COrnp""w've(-:-'ven the constraint on the cache server storage capégity

less per-peer inter-ISP traffic. However, a large number @ . . .
. . and the uploading bandwidth capacity,, we present our
concurrent users results in a considerable volume of traffic .. .~ . ;
: i o optimization framework to analyze resource allocation Imec
Relatively speaking, the opposite is true for small ISPseund_ . : . : . .
. anisms in collaborative caching. Without loss of geneyalit

the same circumstances.

2) Locality-Aware Peer SelectiorEor locality-aware peer we assume that peers in any particular channel are evenly

. . L . distributed along the channel. We then derive a formulation
selection [4] [5], peers give priority to nearby candidatdsen . ) L
. . ; . : . of the inter-ISP traffic rate for ISR, taking into account the
selecting neighbors. With particular concern to inter-t&#fic affic reduction by deploving cache servers:
in this work, the proximity is evaluated by the ISPs thattr y deploying '
peers belong _to.. The locality-aware peer selectiqn styateg TE = ZTS;C _ traffic cached by ISP servers
leads peers within the same ISP to form high-density clgster pt
Consequently, the inter-ISP traffic can be restricted. Hewe B e ) pn—e (8)
peers still maintain a number of connections to the external - Z( i~ min(uk, ainTi))
ISP, which allows them to have the visibility to the avaikbl el
blocks from the outside world [10]. We define the number olith particular focus on the inter-ISP traffic mitigationcdan
persistent external links ag relevant constraints, the cache resource allocation gnolibr
o T, > din — m, peers viewing channélin ISP k can sus- ISP k is formulated as:
tain playback without generating inter-ISP traffic except = .= . e ) e
for 1, persistent external links. The estimated inter-Isp Minimize Ty = Z(Tik — min(uik, airT3;))

traffic rate per peer can be representedias el
o« 2, < din — 1, peers viewing channelin ISP k cannot  Subject to: Zaikfi < Sk
sustain playback without generating inter-ISP traffic sinc i€z 9)
there are insufficient local candidate neighbors. The es- Z“ik < Uy
timated inter-ISP traffic rate per peer can be represented ieT
as in—zik)ri uip > 0,0<a;, <1 Viel

We sumrﬁg\rize two different scenarios above, and obtain a ) ) ) ) .
formulation of the inter-ISP traffic rate generated by cteinn!n @ Practical video streaming system, the uploading baitwi
iin ISP k as: assigned by cache servers for a particular channel does not

exceed the rate of the potential inter-ISP traffic that can be

intercepted. The optimization problem is then transforrmed
max (1, dip — Tik)

Ter—c = TikTq
m din g (7 Maximize Z Wik
_ T T; 'pisp(k) maX(m dln - xik) icT
H(i + q)din Subject to: Z ainfi < Sk

Remark: We compare Eq. (7) to Eq. (6) to discuss the i€l
impact of peer selection strategies on inter-ISP traffico Tw Zuik < U, (10)
different coefficients,1 — p;s»(k) in the locality-unaware = -
strategy a_ndmdx(r/;‘;ﬂ in the Iocality—aware strategy, 0<uy < aikTTL_C VieT

make a difference in these scenarios. The latter coefficient
indicates that the resulting traffic in the locality-awateategy
is relevant to practical system design. In a real-world P2P1heorem 1:Given a limited server storage capacisy
streaming system, the value @f, is set to around0 [16] and  panqwidth capacityl/, and relevant constraints in Prob-
the value ofy varies betwees and10. For a sufficiently Iar)ge lem (10), the upper bounds of inter-ISP traffic mitigatiom ca

_ . max(n,din—2; K . )
ISP such ag;s,(k) = 80%, 1 — pisp(k) & ==5L72==5, he achieved by the optimal resource allocation are:
in which the locality-aware/unaware peer selection sgiate

0<ay <1 Viel

create a similar amount of the inter-ISP traffic. In addition 1 fori—1 Y1
when a particular ISP is sufficiently small g, (k) — 0, both . Se_sEl g, - ’
coefficients have their values close 1o This demonstrates Qgp = ==, fori=z 1)

another scenario that peer selection strategies are revargl 0, fori=z+1,...,N,,



where video channels are Sorted?&%ﬁ 2 % > > Algonthm 1 An Optimization-based Collaborative CaChing

e o p Framework for Inter-ISP Traffic Mitigation
o andz = min{j : 355, fi > Skl 1) The P2P application actively transmits system states,
If > ez anTi ¢ < Uk, then: including the population-based channel indéxand
concurrent users, to ISP cache servers.
uy, = ap Ty ¢ Viel (12) 2) Compute the critical performance indés —, Vi € I,
allocate the storage and bandwidthags and v}, .
If Ziel ap T > Uy, then: 3) Cache servers intercept video content requests to ex-

ternal ISPs. If the content is stored and the average
wl, = U, VieT (13) uploading rate to the channel is smaller thgp, return
Sieran T e the requested content.
4) Monitor the dynamics of P2P system states, adjust
Proof: We observe from constraints of optimization resource allocation according to Theorem 1.

problem (10) thaty , ; ui < > ,c7auT];, . Thus, there
exists two upper bounds for the objective function such that

ser Wik < min( -, 7 aiT} ¢, Ug), wherea;;, satisfy the
%nesItraints of prE)Eb:leerﬁ (10)_’“ ) IV. | MPROVING CACHING WITH

We solve the following optimization problem with loose ISP FEERING AGREEMENTS
constraints compared to problem (10), which aims to drive
the upper bound o}, _; a1},

* n—c
a; T,

In Sec. lll, we present our inter-ISP traffic optimization
framework towards collaborative caching between ISPs and
P2P applications. In this section, we further incorpordie t

Maximize Z agTh=° real-world collaboration between ISPs in the form of ISPrpee
s ing agreements into our collaborative model. We analyze how
Subject to Za'kf’ < S, (14) ISP peering affects the effectiveness of our traffic mitaat

scheme, and investigate ways to improve collaborativeingch

€T . .
' with the presence of ISP peering agreements.

0<a;x <1 Viel

This problem is known as theontinuous knapsack problema |Sp peering Agreements
and the solution can be obtained as follows [17]: sort video
channels in non-decreasing order with the m&;e then  An ISP peering agreement is an interconnection relatignshi
apply the greedy algorithm to allocate as much storage sp¥éaereby ISPs provide connectivity to each others’ transit
as needed for video channels with higher priorities. THaiStomers [9]. Traffic along the reciprocal peering corinect
optimal results are denoted a$, in Eq. (11). is frge of charge if the traffic balgncing condition is sf'aﬁidfi

We can achieve the upper bound oF, ;u; as In this way, ISPs potentially alleviate the costly transiffic
g uik = min(Y,.; ai T, Uy), by using the caching which share a common objectlvg with our propos.ed cach!ng
bandwidth resource allocation scheme indicated in Eq. (1gchanisms. From the perspectives of collaborative cggchin
and Eq. (13). m ISP peering leads to two positive ou_tcomes: flrs_t, each peer

Remark: Theorem 1 represents the upper bound solutiGPnects with a larger group of traffic-free candidate neigh
to our optimization framework with respect to the cachinf°S: Second, it is impractical to store all the P2P content
resource allocation. It conveys important design guigsiin™ cache servers of a single ISP when storage resources are
of collaborative caching mechanisms. The optimal strateg@nstrained, and ISP peering can be beneficial to mitigate
requires several system parameters of P2P video streaming" @ Scalability challenge. ISPs with peering agreements
systems such as the number of concurrent online users, ¢RE strategically select_PZP content to store and deliver as
dynamic channel popularity, the file size and the streamifige cross-boundary traffic becomes free.
rate of channels. Meanwhile, it would be a problem for ISP The ISP peering relation is a binary relation that satisfies t
cache servers to precisely identify the content requesR28f following properties: (1) Reflexive, each ISP can be regarde
packets without the help of P2P applications. Therefore, tRS Self-peering since no transit traffic exists betweenspetr
ISP caching needs to collaborate with P2P applications. ¢ same ISP; (2) Symmetric, ISPs reciprocally provide free
the view of P2P users, the deployed cache servers, in retii@nnections. We use a symmetric Matéxto illustrate the
benefit these users by reducing end-to-end latencies of F2F peering relation as follows:
packets. Such mitigation of inter-ISP P2P traffic also pnéve
the risk of P2P traffic being throttled by ISPs. With both
arguments, P2P applications and ISPs should closely calla, _ , _ J0, IfISPiand; have no peering . . _ -
rate with each other to implement the proposed collabarativ’ 7" |1, If ISP andj have peering "
caching mechanisms. (15)



B. Impact of ISP Peering to deliver content to users of peering ISPs. The constraint

We first turn our attention to the scenario where cactf “fk'_g age Ty “ in Problem (10) is still effective in the
servers do not deliver content to peers of peering ISPs. TRAndwidth assignment. In this scenario, the inter-ISFfi¢raf
implies that only peers in peering ISPs help to mitigate tH@t¢ generated by channeln ISP & can be represented as:
inter-ISP traffic. . e ) ke

For locality-unaware peer selection, we have: ir = T3 " — min( U uiprs Ty °) (20)

k€K

Tith—p)\ (Ti — Tigh—p) T The operatior J,,, .- uk, has the combined concern of the
Pr(local = m) = < m ) < i —m > <dm> (16) Storage and bandwidth assignment of distributed cacherserv

m € [max(0, o + i) — 2), min(din, i )] Given an initial conditiona;x = 1 for all &’ € K, we have

»in T Hilk—p) T 0 i k=) Upex uhy =D ek ubi, since any request to channetan
Wherez;,_,) denotes the number of viewers in chaniel be served in the case of sufficient bandwidth provisioning.
that belong to ISR or peering ISPs of ISR: Consider that the available videos are mostly stored with
Eigrpray (K integral copies on cache servers from proposed caching-mech

Bk pisp () (17) anisms, we could approximate it . uby, ~ 3, o ub .

Li(k—p) = H(i + q)* ik ™
e Now we can formulate the global optimization problem as:
Correspondingly, the inter-ISP traffic rate caused by video
channeli in ISP k can be formulated as: Maximize > Y “min( ) uf., T
e _ 27iPisp (k) (1 = 1 cxc EBrrpisp(K)) keK ieT k'ek
= : 18 subjectto: Y anf < S Vkek
H(i+ q) ubject to: Zazkfz < Sk €
. . i€T
For locality-aware peer selection, we have: . )
o Ti(kh—p) > din — 7, the estimated inter-ISP traffic rate per Z Z uer < U VR €K (21)
peer can be represented #5. ’“}f’c i€z X ‘ /
o Ti(k_p) < din — 1, the estimated inter-ISP traffic rate per Uiy = Epkugy Vi€ Lk E € K
peer can be represented %%’M 0<ub, <awT} ° VieIkk ek
Then, we formulate the inter-ISP traffic rate of chanhii 0<ax <1 VieZ,kek
ISP & as: The solution to problem (21) offers a performance upper

wriPisp(k) max(n, din — i(e—p)) . pound of collqborative caching mechanis'ms in mitigatirg th
0+ q)°d; (19) inter-ISP traffic. We evaluate its benefits under particular
o peering relations in Sec. V. However, this requires a céntra
An intuitive observation conveys the message that the-int¢fed solution which is inappropriate for implementationan
ISP traffic is reduced for both scenarios owing to the exmansipractical system. With respect to peering agreementsyreso
of traffic-free neighbor candidates. However, the impaotrir allocation constraints and the rationale of using limitgg to
different types of peering agreements still remains coecea serve maximuni;, ¢, we propose a distributed collaborative
We analyze such impact in depth on our collaborative cachiggching scheme in Algorithm 2.
framework in Sec. V.

n—c __
Tik -

Algorithm 2 An ISP Collaboration-based Distributed Caching
. _ Framework for Inter-ISP Traffic Mitigation

As a potentially large amount of P2P objects are shgred Y¥1) Cache servers announce the surplus bandwidth capacity
P2P networks, cache servers can hardly store the entird set 0" ;.4 the storage allocatiany, to peering ISPs.
P2P content within a single ISP. This bottleneck will affect 2) Upon receiving the surplus bandwidth information from
the efficient utilization of cache server bandwidth researc ISP &/, ISP k computes the critical performance index
However, the peering relation among ISPs provides an oppor- wr_ i ¢ 7, and sorts the channels in descending
tunity to combine strategies of distributed cache serversa §
global cooperative caching framework. In this scenarichea
servers not only upload P2P content to peers of their own,ISPs
but also contribute to the elimination of the inter-ISP fitaf
of peering ISPs by responding to content requests forwarded3 )
by them. This indicates a peering-baskdl collaboration
where the challenge is to coordinate the storage and uplgadi
bandwidth assignments of different ISPs.

We introduce the notation,, to denote the bandwidth
assigned by ISR’ to ISP for a particular channel We use
ufk to replaceu;; since cache servers are currently allowed

C. Improving Caching with ISP Peering

order. For channel in front of the queue, ifa; =1

and channel is not forwarding to servers of peering

ISPs, bandwidth request for chanrigb sent tok’.

Upon receiving the request from ISP, ISP k allocates

the bandwidth and confirms td.

4) Upon receiving the confirmation from ISP, ISP k
evicts contents being confirmed ly, reallocates stor-
age and bandwidth to channels such thagt = 0. It
then broadcasts the surplus information to peering ISPs.
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Fig. 1. The inter-ISP traffic rate of individual Fig. 2.  The per peer inter-ISP traffic rate ofFig. 3. The per peer inter-ISP traffic rate vs. ISP
ISPs vs. the channel index, under different settingadividual ISPs vs. the channel index, under théndex, under different settings of ISP population
of peer selection strategies. locality-aware peer selection strategy. parameter3 and peer selection strategy.

V. PERFORMANCEEVALUATION is significantly improved when applying locality-aware pee

In this section, we carry out a series of numerical analységlection in the system, as larger ISPs also provide better
using parameters driven from the real-world trace data R9tential for local content sharing.
evaluate various perspectives of our collaborative cachin We then evaluate the per peer inter-ISP traffic rate of
mechanisms. different channels in Fig. 2 while focusing on locality-awa
A. Trace-Driven Analyses peer selection scenario. The inter-ISP traffic rate is combst

i ) around 80 kbps for the most popular channels in ISPs of

To mﬁke our performance e\éaluatlon more lpractul:al aRfkterent scales. The reason is that both ISPs have sufficien
comprehensive, we use a number of statistical results frqgd.o| candidate neighbors to provide for a popular channel.
measurement studies on a real-world P2P streaming syst&ifareore ) external links required by the P2P system lead to
UUSee [18]. In this video steaming system, the total numbgfia |sp traffic. The per peer inter-ISP traffic rate inses
of video channels i993. The channel with the sorted indexremarkably as the channel popularity decreases. The &igion
of 100 has aroundl00 concurrent users at peak time. Thes yat it is more difficult for peers in unpopular channels to

of avin the Zipf-Mandelbrot model is assigned to 0.78 and th§g effect of locality-aware peer selection for mitigatinger-
value of¢ is assigned to 4. We also séf, = 30 andn =5 |5p yraffic will be degraded when there is a relatively small
based on our practical experience in P2P video systems. number of participating peers. This quantitatively conirtine
B. Evaluation of Inter-ISP Traffic Pattern necessity for ISP collaboration mechanisms, without which

As indicated in Sec. IlI-A, the inter-ISP traffic of PZPthere would be tremendous costs incurred by inter-ISP draffi

networks is relevant to both P2P content popularity and Fig. 3 demonstrates how the balance of ISP user population
ISP popularity. The L-A (locality-aware) and L-U (locality affects the per peer inter-ISP traffic rate. We summarize the
unaware) peer selection strategies also affect the negultbverall traffic rate of all existing channels. The unbalante
traffic. Here we quantitatively demonstrate how these factdSP user population increases when the valuegofaries
contribute to the inter-ISP traffic pattern we summarized. from 0.5 to 1. As can be observed from the figure, smaller
Fig. 1 depicts the inter-ISP traffic rate generated by vidd8Ps are likely to generate a larger volume of inter-ISHitraf
channels. There are in tot&y;, = 10 ISPs in the system. when 3 = 1, as peers in smaller ISPs can hardly find a
Results for ISPs with indices, 5, 10 are shown in the figure, sufficient number of local partners due to the unbalanced ISP
which represent popular, moderately popular, and unpopulger population. However, the increase of concurrent users
ISPs, respectively. It can be observed that L-A signifigantlarger ISP can reversely help decrease the inter-ISP tfaffic
outperforms L-U by mitigating a substantial amount of thiés users. Another interesting observation from Fig. 3 show
inter-ISP traffic, especially for those popular video chelan that the inter-ISP traffic rate for the smallest ISP has aelarg
involving a large user population. This is consistent witkiariation as30% increase in the L-A peer selection, which
previous analytical studies on the benefits of locality+@vaindicates that it is more sensitive to the balance of ISP user
peer selection. Given a total number of users, an ISP withpapulation. The rationale is that most channels of the &mall
larger user population always generates more inter-ISfictralSP are not “self-sufficient.” Therefore, the variation tiet
compared to that of an unpopular ISP, especially in the Inter-ISP traffic is proportional to the variation of avdila
U scenario. This is because those larger ISPs can havéo@al candidates. Comparatively speaking, larger ISPslare
large number of concurrent users in channels, which gemeraftith the variation of3 due to a large number of channels
a considerable amount of traffic in total. Such inefficiencglready being “self-sufficient.”



N
o
S

(2]
o
o

—e—L—A, S =12.5%

1
——L-AS :50%,Uk2150 ¢ 0.9 ]
—a—L-AS =lOO%,Uk=150 y 0.8 : : : ]
4

o
=

Q @
m ~
m

£ 0 — LA, 5,=25% < 500 ! =
o Il — =509 =
§ L-A, §,=50% é L-A,S,=50%,U,=300 & 507 —¥

— = 0, H S
& ——L-A, 5,=100% 8 400 e L-AS,=100%,0, =300 1506 — ,
F 200} 2 £3o05 e ~ ]
14 © 300 S
- o o 8 04y 44" o L-AS =50%,U, =150
£ o L5 Y K K
8 £ 200 g 03 —=—L-A,S,=100%,U, =150
~ 100} S S « «
o = = 8 02 L-A,S, =50%,U, =300
@ % 100 » 5 k K
T @ a o1 ——L-A/S,=100%,U,=300
£ g

0 50 100 150 200 250 300 . - y - . ‘ - - 2545678910
Uploading Bandwidth of Cache Servers (MB/s) 2 3 4 ISSPIndeex 7 8 9 10 ISP Index

Fig. 4. The inter-ISP traffic rate reduction of - —— ) ! ig. 6. The percentage of inter-ISP traffic rate

ISP of index5 vs. uploading bandwidth of cache :;Igef uggsr'gtiff;rfri ngﬁégt(e)fri(;?;;;ﬁgst;;ﬁjeduction vs. ISP index, under different settings of

servers, under different settings of storage CapaCiWidth’and storage capacity of cache servers uploading bandwidth and storage capacity of cache
of cache servers. ' servers.

C. Evaluation of Collaborative Caching Mechanisms caching framework, the balance point represents the soenar
that 32,7 a5, T3} = Uk

The aforementioned analysis on the inter-ISP traffic patter ) )
validates the need for our proposed collaborative cachin Evaluation of ISP Peering Agreements
mechanisms. Fig. 4 clearly demonstrates the potentialfilene To evaluate the impact of ISP peering agreements on the
of collaborative caching for reducing the inter-ISP traffigoerformance of our collaborative caching mechanisms, we
In particular, with more cache storage capacity provisipnestudy three representative peering scenarios Wgh= 10
the uploading bandwidth contribution from cache servers cas follows:
save more inter-ISP traffic. However, such traffic mitigatio 1) Scenariol: E(i,i +1) = 1, € {1,3,5,7,9};
is very sensitive to the cache storage capacity. If the cache?) Scenari®2: E(i,i + Ni/2) = 1,i € {1,2,3,4,5};
storage capacity is insufficient, wi$y, = 12.5%, 25% or 50% 3) Scenarid3: E(i, N, +1—1) =1,i € {1,2,3,4,5}.
of the total storage requirement, the bandwidth capacity ofpeering scenario represents an extreme case since the ISP
cache servers cannot be eﬁectively utilized. This givemﬁs popu|ation becomes more unbalanced after peering. Peering
motivation of finding a way to break the bottleneck broughfcenario3 denotes another extreme where the population
by insufficient cache storage provisioning. Fortunatehg t pecomes relatively balanced. Peering scenastill holds the
ISP peering-based full collaboration can resolve the ehgk, property of the original ISP population. Fig. 7 depicts thee p
which will be evaluated in Sec. V-D. peer inter-ISP traffic rate to exhibit the entire peering nod-

We further evaluate the case with all existing ISPs gfeering design space. Clearly, ISP peering can help reduce
different scales, as indicated in Fig. 5. When the storagests due to the inter-ISP traffic, since peers can benefit fro
capacity S, = 50% and the bandwidth capacity/, = 150, neighbors either in their own ISP network or other peering
the reduction of inter-ISP traffic rate is consistenth0 for ISP networks. Meanwhile, the figure also demonstrates that
the 8 most popular ISPs. This indicates that the bandwidthur analysis can characterize the interesting ISP ecorsomic
capacity is the bottleneck of resource utilization, whi@n c More specifically, balanced peering results in a balanctst-in
be proved by the scenario that raises the storage cap#gcityISP traffic reduction across different ISPs, while unbatahc
to 100%. However, wherlJ,, is set to300 while S; remains peering has a relatively larger deviation of traffic redoicti
50%, the reduction of the traffic rate is gradually decreasékhis suggests that a collaboration among all ISPs can benefit
along the curve. The reason behind this phenomenon is thie@m in a fair manner, so as to encourage smaller ISPs
the insufficient storage allocation restricts the bandwidli- to participate in such a peering relation. In contrast, darg
lization. Meanwhile, the gradually falling channel popitla ISPs may not prefer this, as their revenue brought by the
leads to this declining curve. The scenario becomes monger-ISP traffic initialized by smaller ISPs could poteditr
interesting when we sef, = 100% and U, = 300. The decrease. This reveals a conflict of interest between langar
consistent rate reduction still shows insufficient pramigng smaller ISPs in peering strategies when collaborativeingch
of the bandwidth resource for th& popular ISPs, while the is applied.
curve declines starting from ISP=Although the main reason Fig. 8 represents the correlation between different pgerin
for the phenomenon is still the falling channel popularityscenarios and the percentage of the inter-ISP traffic ntiidiga
the inter-ISP traffic rate is already mitigated, shown by thariven by our collaborative caching mechanisms. It further
flattened header of the curve. Fig. 6 further convinces oconfirms that ISP peering can achieve more inter-ISP traffic
analysis by plotting the percentage of the inter-ISP traffite reduction through the proposed framework. The five most
mitigation for different ISPs. Both Fig. 5 and Fig. 6 impliesunpopular ISPs have nearli00% mitigation of the inter-
that a balanced allocation of storage and bandwidth cgpiacit ISP traffic with conventional settings aS, = 200 and
critical in a collaborative caching design. From our théioe¢ S, = 100%. More interestingly, for larger ISPs, the scenario of
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Fig. 7. The per peer inter-ISP traffic rate vsFig. 8. The percentage of inter-ISP traffic rateFig. 9. The percentage of inter-ISP traffic rate
ISP index, under different settings of ISP peeringeduction vs ISP index, under different settings ofeduction for all ISPs vs cache storage capacity,
scenarios. ISP peering scenarios. under different ISP peering scenario settings.

more unbalanced peering brings more benefit to them, whereasign space. We also unveil how collaborative caching can
both peering scenarios would be useful as the scale of 188 improved in the context of ISP peering. Other interesting
decreases. This demonstrates that the proposed collaiorabpics can be explored in future work, including benefits to
caching can resolve the conflict of interest between ISPs tbe user experience, which reflect additional advantagesitof
different scales in peering strategies, by allocating adex collaborative caching mechanisms.
caching resources to smaller ISPs.
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