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Abstract

Current state-of-the-art distributed multimedia applications require an environment that provides stable Quality of
Service (QoS). However, these applications typically run on best-effort heterogeneous platforms, and compete with
other applications or connections for end system and network resources, hence suffer from instability and dynamic
variations with regards to QoS. In this paper, we present a dynamically reconfigurable middleware control architec-
ture to enhance adaptation awareness of these applications. Our middleware architecture allows for detecting QoS
fluctuations in the surrounding environment and signaling optimal control actions to the application. Furthermore, we
discuss the design of a core component, the Configurator, that adopts a fuzzy control approach to compute optimal
control actions. Preliminary experimental results with a distributed visual tracking application show that our approach
is viable and effective in controlling adaptive applications.

1 Introduction

Complex distributed multimedia applications typically require the underlying environment to provide a desired
level of Quality of Service (QoS). However, in heterogeneous end-to-end environments, QoS-aware system compo-
nents may coexist with QoS-unaware components along the end-to-end path. If service with statistical guarantees or
best-effort service exists in the underlying environment of the applications, the QoS level that the application demands
may not be satisfied continuously. The violation of QoS requirements may be caused by physical resource limitations
such as inherent bandwidth variations in wireless links, or by statistical multiplexing of a dynamic number of appli-
cation tasks sharing the same resource pool in end systems and networks. For example, in an end system without
real-time prioritized scheduling and reservation mechanisms for CPU resources, CPU-intensive applications may not
be able to receive constant QoS with respect to their timeliness requirements in application execution.

The applications, residing on top of the above described environment, must be adaptive to the variations in their
end-to-end execution. This means that applications which have strict mission-critical real-time requirements do not fit
in this environment, because we cannot provide them with deterministic QoS guarantees that they need. Furthermore,
this implies that we need to consider applications which have demands and are flexible within a specific QoS range,
such as

� �������
	����
�����
, to allow room for adaptations to occur. In these flexible applications, adaptations play an

important role because constant guarantees are either not possible, when physical limitations are present, or not cost-
effective, when it is impossible to predict the maximum QoS requirements to be reserved for interactive applications.

In general, flexible applications demonstrate several scalability properties. First, they can accept and tolerate
resource scarcity to a certain minimum bound

� �����
, and can improve its performance if given a larger share of

resources. Second, they are willing to sacrifice the performance of some quality parameters in order to preserve the
quality of critical parameters. When QoS variations occur and QoS cannot be maintained for all application quality
parameters, it is possible and desirable to trade off less critical parameters for preserving quality assurance of critical
parameters.�
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The objective of our work is to support QoS adaptations in flexible applications with several middleware compo-
nents. The services provided by these components have three main goals. First, they serve as a centralized global
coordinator to control the adaptation behavior of all concurrent application tasks in the end system, so that if viewed
globally, these applications do not adapt in a conflicting or unfair way. Second, they enhance the adaptation awareness
of flexible applications, by making decisions to control their adaptive behavior. The adaptation awareness includes
when, how and to what extent adaptation is carried out in the applications. Third, they serve as an observer to monitor
the dynamics in the environment, so that informed decisions can be made to control the applications.

In order to balance between the centralized approach of making optimized and fair control decisions and the di-
versely different QoS requirements from different applications, we consider two separate middleware components:
Adaptor and Configurator. The Adaptor makes control decisions with global awareness of application requirements
and resource availability of the entire system, while the Configurator is in charge of providing translation and con-
figuration services. The Configurator translates the normalized control decisions, generated by the Adaptor, into the
actual parameter-tuning actions or reconfiguration choices used during the execution of the application. Note that this
translation mechanism differs and supersedes the QoS translation between different categories of QoS parameters in
the way that it translates the control actions, rather than parameter values.

In our previous work [12], we exploited the analogy between a control system and the adaptation behavior, and
developed a Task Control Model that gives theoretical results to reason about and prove stability, fairness, and adapta-
tion agility properties of the adaptation behavior. The Adaptor uses the Task Control Model and the results developed
in [12] to make control decisions for individual target applications with a global awareness of resource availability.
The complementary work, presented in this paper, focuses on the internal algorithms used in the Configurator, which
allow for a single control policy to control applications via different application-specific mechanisms.

The major contributions of this paper are the following. (1) We adopt a fuzzy control approach in the design of the
Configurator, so that the adaptation choices and preferences for different applications can be expressed explicitly in
a rule base and member functions for each linguistic value. The rule base provides linguistic rules that the inference
engine is based on, and the inference engine generates manipulating signals that control the actual application. (2)
We show that our approach is feasible when dealing with nonlinearities of different control choices, such as a hy-
brid combination of parameter-tuning actions and reconfiguration choices. These choices are naturally nonlinear and
mostly discrete, while the rules that guide the decision-making process are mostly intuitive and heuristic. These rules
are application-specific and determined by human experts who use trial-and-error approaches to best fit the interests
of the particular application. (3) We validate our approach with a complex client-server based visual tracking appli-
cation. This application is flexible and includes a rich set of adaptation possibilities when running in QoS-unaware
environment.

The rest of this paper is organized as follows. In Section 2, we discuss existing work related to our approach.
In Section 3, we give an overview of the middleware control architecture. In Section 4, we review our Task Control
Model proposed in our previous work [12], designed for the Adaptor, in the context of a distributed visual tracking ap-
plication. In Section 5, we focus on our fuzzy control approach to design the Configurator, including the specification
of application-specific preferences, the benefits of adopting the approach, and a detailed analysis in the context of the
distributed visual tracking application with respect to its parameter-tuning and reconfiguration options. In Section 6
we present preliminary results with the visual tracking application. Section 7 concludes the paper and discusses future
work.

2 Related Work

The field of QoS Adaptation in distributed multimedia applications has been studied by various previous work.
In [13], a graceful adaptation service dynamically manages the QoS of real-time communications by changing the
parameter configurations in the network with no or limited disruption. It is implemented using mechanisms such as
dynamic re-routing and load balancing. In contrast to our work, it focuses primarily on communication subsystems,
while our approach focus on adaptation within user-level applications.

Other work [1] [2] [20] tries to adapt frame, layering or coding parameters in multimedia flows so that output rate
can be varied according to feedback from the network. These schemes propose mechanisms for graceful degradation
with multimedia data flows, and they do not address the problem of deciding the timing, scale and choices of adaptation
actions. In [19], the authors proposed a framework for the communication subsystem to provide flexible best-suited
services to the applications with different functional features and numerical QoS attributes. Our framework controls

2



the applications to adapt, rather than the communication subsystems. In [7], the authors proposed adaptation at the
configuration level, which carries out transparent transition from primary components to alternative components, as
well as at the component level, which redistributes resources in different components so that a QoS tradeoff can be
made. Similarly, our approach also models applications as different tasks. However, we differ from the previous work
in the sense that we propose algorithms to make choices on adaptation timing, scale and methods used, which balances
between the frequency and responsiveness of adaptation actions within the application.

The application of control theories has been explored in recent work in the area of QoS adaptation. In one paper
[18], the application of control theory is suggested as a future research direction to analyze adaptation behavior in
wireless environments. In another [3], a control model is proposed for adaptive QoS specification in an end-to-end
scenario. In the third example [6], the time variations along the transmission path of a telerobotics system are modeled
as disturbances in the proposed perturbed plant model, in which the mobile robot is the target to be controlled. In
our previous work [12], theoretical proofs are given for various properties applying control theory to model QoS
adaptation.

Our work is also closely related to and utilizes the knowledge of dynamic resource allocations. In [9], the global
resource management system that relies on middleware services as agents to assist resource management and negoti-
ations. In [15], the work focuses on maximizing the utility functions, while keeping QoS received by each application
within a feasible range. In [17], the authors focus on a multi-machine environment running a single complex applica-
tion, and the objective is to dynamically change the configuration of the application to adapt to the environment. In
comparison, our work focuses on the analysis of the actual adaptation choices, rather than individual or overall utility
factors. We also focus on an environment with multiple applications competing for a pool of shared resources, which
we believe is a common scenario easily found in many actual systems.

Rich features in the field of fuzzy control systems are also utilized in previous research related to adaptive systems
and flow control. In the AutoPilot [16] project, a fuzzy logic approach is adopted to design actuators that process
sensory data observed from high-performance parallel programs, so that optimal performance can be achieved by
adjusting system parameters, such as those in a parallel I/O file system. The actuators and sensors are functionally
similar to the Adaptation Tasks and Observation Tasks in our Adaptors. However, the objectives and domain of
operations are notably different. In [14], a fuzzy control approach is used for the purpose of flow control in ATM
networks, with linguistic variables being the queue length and the change rate of queue length in each ATM switch. In
contrast, our approach focuses on generating control actions to control distributed multimedia applications themselves,
with efforts to best adapt to the environment.

3 The Middleware Control Architecture for Flexible Applications

A major objective of the middleware control architecture is to observe the current conditions in the distributed envi-
ronment and signal control actions to the complex distributed applications, so that reconfigurations or parameter-tuning
actions are carried out within the application. The architecture consists of two parts, the Adaptors and Configurators.
In an end system, each Adaptor corresponds to a single type of resource, such as CPU or transmission bandwidth, and
consists of an Adaptation Task and an Observation Task. Each Configurator corresponds to a single Target Task or
application, and makes control decisions based on the output of several Adaptors related to several types of resources.
The interaction between different middleware components and the application is through a specific service enabling
platform, with the current implementation being CORBA. Figure 1 shows an overview of the architecture.

In Section 4, we review our design of middleware Adaptors using the Task Control Model. In Section 5, we develop
our design of middleware Configurators using the Fuzzy Control Model. We discuss our approach in the context of
the client-server based visual tracking application, which we show preliminary experimental results in Section 6.

4 The Task Control Model for Designing Middleware Adaptors

In order to control the adaptive behavior of distributed applications with a global awareness of resource availability,
so that a fairness property can be achieved, we integrated a Task Control Model as proposed in our previous work [12]
into the design of our middleware Adaptors. This is complementary to the design of Configurators, which is the focus
of this paper. The Adaptors promote global awareness, while Configurators focus on application-specific nonlinear
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Figure 1: An Overview of the Middleware Control Architecture

adaptation possibilities. We review the Task Control Model briefly in the context of a real world application, the
client-server based visual tracking application.

4.1 The Task Control Model

Before proceeding to analyze quantitative properties of the adaptive behavior, we present the Task Control Model
to model the execution environment of flexible distributed applications in the paradigm of traditional control systems.
For this purpose, we consider each distributed application as an ensemble of functional components, which we refer
to as tasks. Tasks are execution units that perform certain actions to deliver results. All tasks in an application can be
presented as a directed acyclic graph, which illustrates the producer-consumer dependency among tasks. A directed
edge from task

� �
to
���

indicates that
���

uses the output produced by
� �

. Each task can be uniquely characterized by
its input quality, output quality and utilized resources [10].

The Task Control Model focuses on one task in the directed acyclic graph, the Target Task. In addition, in order to
utilize the analogy with control systems, we introduce an Adaptation Task, which enforces the control policy, as well as
an Observation Task, which observes or estimates the states of the Target Task and feeds them back to the Adaptation
Task. These tasks are embedded in the functional middleware component of an end system, namely, the Adaptor, as
shown in Figure 2(a). By coordinating with a middleware Configurator, the middleware Adaptor effectively controls
the Target Task in the application, and assures that the output quality of critical quality parameters is preserved within
the desired QoS level, regardless of variations in resource availability.

As a proof-of-concept system, we present a client-server based visual tracking application that validates our ap-
proach. The basic operations of the application are described as follows. A tracking server obtains live video feed
from an online video camera, and sends the video feed over the transmission network to the tracking client. The client
executes one or more CPU-intensive kernel tracking algorithms, which identify and track objects of interest to the user.
The result is presented to the user visually showing coordinates of the tracked objects. Naturally, the critical quality
parameter in this application is tracking precision. An example of the Task Control Model presented in the form of a
directed acyclic graph is shown in Figure 2(a), and an example for the distributed visual tracking application is shown
in Figure 2(b).

The visual tracking application is flexible in the following manner. First, since network bandwidth between the
tracking server and the client may fluctuate, the image quality and delivery timeliness may be affected, thus affecting
tracking precision. The application allows for degradation to lower image resolutions or smaller image sizes and still
be able to preserve tracking precision. Second, since the tracking algorithms can track multiple objects simultaneously,
the available CPU cycles may not be sufficient for all objects. The application allows for degradation by tracking only
the most important objects. It may also replace a more CPU-intensive tracking algorithm with a less intensive one,
in order to keep the tracking precision. Third, the application may wish to reconfigure itself and add compression or
security modules in order to take advantage of excessive CPU cycles and release the burden on transmission bandwidth.
The application shows its superior flexibility by the above parameter-tuning and reconfiguration choices.

In the middleware Adaptor, our objective is to adequately model the Target Task, and utilize the Task Control Model
to generate appropriate control signals, which are directed to the Configurator and translated into control actions within
the application.
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Figure 2: The Middleware Adaptors in the Context of a Distributed Visual Tracking Application

4.2 A Linear Model for the Target Task

In order to develop control algorithms in the Adaptation Task, we need to have a precise analytical model to
characterize the internal dynamics in the Target Task. The independent parameters in this model are referred to as
task states. Let us assume that � denotes task states, � denotes controlled input, � denotes system output, � denotes
system noise, � denotes observation, and � denotes observation error. We use linear and discrete-time models to model
a Target Task as follows:

���	��

�������	������
���� � �	������
�� � �	������
 (1)

� ����

�������	��
 (2)

� ����

� � �	� 
�� � �	��
 (3)

where �!�"� 	$#%#$# 	 � �
��� with � �
��� as the maximum possible time instant, and � , � , and � are known matrices
without error.

We illustrate the above discussed generic models on a concrete example by considering the following scenario.
We assume multiple tasks competing for a shared resource pool with the capacity & �
��� . Each task

� �
makes new

requests ' � for resources in order to perform their actions on inputs and produce outputs. These requests may be
granted or outstanding. If a request is granted, resources are allocated immediately. Otherwise, the request waits
with an outstanding status until it is granted. The system grants requests from multiple tasks with a constant request
granting rate ( .

For different types of resources, the notation resource requests is interpreted differently. For temporal resources,
such as communication bandwidth and CPU, where the resources are shared in a temporal fashion, outstanding re-
source requests are mapped to data in the waiting queue, and granted requests are mapped to allocated temporal
resources, such as bandwidth. For example, for transmission tasks, the request granting rate ( denotes the total physi-
cal bandwidth of the communication channel, while the granted requests denote data that have completed transmission
over the channel, and outstanding requests denote data that are in flight in the channel or in the waiting queue.

Figure 3 illustrates the above scenario for the Target Task, along with an Adaptation Task implemented in the
middleware Adaptor. As the figure shows, the Target Task includes functions which request new resources, as well
as functions which wait, because their resource requests are outstanding due to unavailability of resources. The
Adaptation Task computes a new request rate and issues it to the Target Task as the throttled request rate value.

Output
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Shared Resource
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x
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(k)
x(k)

Requests
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y(k)

y

Figure 3: A Linear Model for the Target Tasks
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In this particular scenario, we can use a linear control model within the Adaptation Task to adapt the Target Task
fairly.

We define the following terms for a Target Task
� �

:

1.
���

is a constant sampling time interval, which represents the time elapsed in the interval
� � 	 � � � � , � being time

instants satisfying � � � 	%#$#$# 	 � �
��� ;

2. ( � ����
 is the number of granted requests for
� �

in the interval [k, k+1], and the observation of which is � � �	��
 with
an error of � � ����
 ;

3. ( is the total number of granted requests for all tasks, which we assume to be a constant;

4. � � �	��
 is the number of throttled resource requests in
� � 	 � � � � controlled by Adaptation Task for

� �
;

5. � � �	��
 is the number of outstanding resource requests made by
� �

;

6. � �	��
 is the total number of outstanding resource requests made by all tasks at time � ;

With these notations, we may define the following to model the Target Task:

�� � � �	� 
 � � �	������
��
�
	���
�����
����� � � ����� � 
 � ( (4)

where � ����
 is the total number of active tasks competing for resources in the system in
� � 	 � � � � .

The difference equation (4) depicts the internal dynamics of the Target Task. Intuitively, the difference between
outstanding resource requests of two adjacent time instants should be equivalent to the difference between the input
resource requests and the granted (output) resource requests. In our scenario, with the presence of the Adaptation Task,
the input resource request rate is the same as the number of throttled resource requests � � �	��
 , which is the generated
control values by the Adaptation Task.

4.3 Control Algorithms in Adaptation Tasks

In [12] we developed a standard proportional-integral- derivative (PID) control [5]1 as an example of the control
algorithms embedded in the Adaptation Task. In this case, � � ����
 obeys the equation

� � �	��
�� � � �	������
���� � �
� ����
 � � ����
 � ����� � �

� �	��
 � � ����
 � � � �
� ������� 
 � � �	������
 ��� (5)

where � and � are configurable scaling factors. We were able to prove the following properties given priority
weights for each task:

� Equilibrium: The number of outstanding resource requests � in the system, established by Equation (4) and (5),
will converge to an equilibrium value which equals to the reference value �

�
.

� Fairness: The system fairly shares resources among competing tasks according to the weighted max-min fair-
ness property, based on their priority weights.

� Stability: There exist appropriate values of parameters � and � so that all tasks in the system are asymptotically
stable around a local neighborhood, for any pre-determined priority weight for a task

� �
.

5 The Fuzzy Control Model for Designing Middleware Configurators

Within the Adaptation Tasks implemented in the middleware Adaptors, global fairness, responsiveness and sta-
bility properties are ensured by the well-designed control algorithms, and reflected by the theoretical control values
expressed in the form of the number of throttled resource requests � �	��
 in the time interval

� � 	 � � � � . This section
focuses on the design of middleware Configurators, which determine nonlinear and discrete control actions based on
application-specific needs, as well as control values from the Adaptors.

1PID control is a classic control algorithm where the control signal is a linear combination of the error, the time integral of the error, and the rate
of change of the error.
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5.1 Motivations behind the Fuzzy Control Model

Similar to the role of the Task Control Model in the design of middleware Adaptors, we utilize the rich semantics
and features in existing fuzzy logic and fuzzy control systems theory to design the control algorithms in the middleware
Configurators. This design model for the Configurators is referred to as the Fuzzy Control Model.

The advantages of adopting the Fuzzy Control Model are the following:

1. Taken the fact that multiple reconfiguration options and parameter-tuning possibilities exist in a typical complex
application, the controllable regions and variables within the application are in most cases discrete, non-linear
and complex. In these applications, the models for the Target Tasks are nonlinear in nature. On the other
hand, a fuzzy logic control system can be conceived as a nonlinear control system, in which the relationships
between inputs and control outputs are expressed by using a small number of linguistic rules stored in a rule
base. The nonlinearity of the fuzzy controller matches naturally with the nonlinearity of controllable regions
and adaptation possibilities within an application.

2. The Fuzzy Control Model is inherently generic and highly configurable. Both the rule base and the definition
of membership functions for linguistic values can be configured to be application-specific. The Fuzzy Control
Model offers a common design for Configurators suitable for all applications, without loss of generality and
configurability.

3. The Fuzzy Control Model includes the fuzzy inference engine (with its linguistic rule base), which represents
the decision-making process and resembles natural human communication and reasoning. For this reason, it
is natural and straightforward for the application to specify its own adaptation preferences and decisions in the
form of linguistic values and rules. The merits of the simplicity, however, do not affect the flexibility and power
of fuzzy control systems to define the most complicated nonlinear multiple-dimensional control surface.

5.2 Configurator Design: The Fuzzy Control Model

As stated in previous sections, the Configurator takes the output of the Adaptor as input, and generates actual
manipulating signals as control actions to command reconfiguration or parameter tuning within the application. The
Fuzzy Control Model, shown by Figure 4, is used for designing the overall architecture of the Configurator. The model
comprises of five components built within the Configurator. The fuzzy inference engine implements particular fuzzy
control algorithms defined in the application-specific rule base and membership functions for linguistic values. The
input normalizer, fuzzifier and defuzzifier prepare input values for the fuzzy inference engine, and convert fuzzy sets
(the decisions made by the inference engine) to the actual real-world control actions for the applications. Note that the
Fuzzy Control Model is utilized as a nonlinear transfer element in the overall control loop, which means that the rule
based representation of the model does not include any dynamics with respect to time, e.g. derivation or integration.

Middleware Configurator

FuzzifierInput Normalizer DefuzzifierInference
Fuzzy

Engine

Membership
Fuctions

Rule Base

Control
Actions

Middleware 
Adaptor for 
Bandwidth

Middleware
Adaptor for

CPU

x
in

u(k)

u(k)

Figure 4: The Overall Architecture of the Fuzzy Control Model

While the architecture of the Fuzzy Control Model is generic and can be applied to any applications by configuring
the rule base and membership function definitions, we adopt the client-server based visual tracking application as a
concrete example to elaborate our design of the Configurator.

5.2.1 The Design of Rule Base

The decisions of selecting linguistic values and rules in the rule base are based on a combination of human expertise
and trial-and-error experiments on the particular application. The tradeoff is to decide on a minimum number of
linguistic rules, while still maintaining the desired accuracy to achieve an acceptable adaptation performance. All of
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the linguistic values used in the rule base should use words of a natural or synthetic language, such as moderate or
below average for the linguistic variable cpu demand. These values are modeled by fuzzy sets. In most cases,
this form of representation leads to compact description of the adaptation behavior within the application.

The design of the rule base is a two-phase process. First, the linguistic rules are determined. Second, membership
functions of the linguistic values are set. In the fuzzy control system, the first phase of design generates a set of
conditional statements in the form of if-then rules. The generic form is:

� 	 �����
if � � is �

	 ���� and
#$#$#

and � �
is �

	 ����
then � is � 	 � �

���	� �	���
� 	 � � �

if � � is �
	 � �� and

#$#%#
and � �

is �
	 � ��

then � is � 	
� �

(6)

where � � #$#%# � �
and � are linguistic variables, �

	�� �� #%#$# � 	�� �� and � 	�� � ( � � � 	%#$#%# 	�
 ) are linguistic values, defined

by fuzzy sets
��
	�� �� #$#%# �� 	 � �� and

�� 	�� � ( �!� � 	$#$#%# 	�
 ), respectively. These linguistic values are also characterized by
their membership functions, 
��������� � � 
 and 
�������� � ( 
 ( � � � 	$#$#%# 	�� ), respectively, with � and ( being the elements of

universal sets � and � . Each rule defines a fuzzy implication that performs a mapping from fuzzy input state-space
to a fuzzy output value. After the defuzzification process, the fuzzy output value directly corresponds to a particular
control action within the application.

The fuzzy inference engine operates by using the dual concepts of generalized modus ponens and compositional
rule of inference [4]. For mathematical completeness of the paper, the internal mechanisms of the inference engine
are covered in Appendix A. In our preliminary implementation of the fuzzy inference engine, we adopt the C-FLIE
inference engine implementation [14] as well as its input format for specifying the rule base and membership functions.

We consider the visual tracking application as an example for designing the rule base and membership functions
used in the middleware Configurator. As we noted, the ultimate objective and most critical application-specific quality
parameter in the application is tracking precision. If the precision is compromised, the objects lose track and other
parameters are not meaningful.

In this application, the adaptation possibilities can be classified into two categories. First, control actions may
occur in order to adapt to transmission bandwidth variations, so that bandwidth requirements within the application
are adjusted to maintain tracking precision. Second, adaptations may take place to adapt to varied availability of CPU
cycles, so that CPU requirements are adjusted. For other complicated applications, memory requirements or storage
I/O requirements are also taken into consideration.

Within the above categories of adaptation possibilities, there are two different kinds of adaptation actions. First,
parameter-tuning actions try to tune quantitatively continuous parameters, such as image size, to meet adaptation
goals. Second, reconfiguration possibilities within the application enable adaptation by selecting among different
configuration options, each having diverse requirements for resources. This process sometimes involves an alteration
in the Task Flow Graph of the application.

Divided in two major categories, we have identified the adaptation possibilities in this application as the following.

� Adaptation of Communication Bandwidth Requirements. Since the application is client-server based, suffi-
cient bandwidth is required for preserving tracking precision. First, the following options exist for parameter-
tuning actions for uncompressed image transfer. (1) The image size can be enlarged or reduced to adjust band-
width requirements, by chopping the edges. The tradeoff is that the smaller the image, the higher the probability
that the objects move out of range. (2) The image size can be enlarged or reduced by scaling, the tradeoff being
a higher CPU load for real-time per-frame scaling. (3) The color depth can be altered. Existing choices for
coding one pixel are 24 bits RGB, 16 bits packed RGB, 8 bits grayscale or 1 bit black-and-white. Second, if we
consider reconfiguration choices, compression and corresponding decompression can be activated, using avail-
able choices such as Motion-JPEG and streaming MPEG-2 among others. Bandwidth requirements are reduced
dramatically at the expense of increased CPU load.

� Adaptation of CPU Requirements. The tracking algorithms are inherently computationally intensive. In the
current implementation, there are three frequently used tracking algorithms. Line tracking and corner tracking
are edge based algorithms, SSD tracking is a region based algorithm. Table 1 shows that these algorithms
present diverse computational requirements. In addition, the application can run multiple algorithms tracking
multiple objects simultaneously, with each algorithm referred to as a tracker, and the tradeoff being increased
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computation load. These facts motivate the following reconfiguration choices: (1) Add additional trackers to
utilize idle CPU; (2) Drop running trackers to decrease CPU demand; (3) Replace existing trackers by less or
more computationally intensive trackers. Finally, parameter-tuning adaptation may also be applied by modifying
the size of the tracked region of a specific tracker, effectively tuning the computational load of the tracker. The
tracked region is defined as the searching range of the tracker in the feature detection stage of computation.

Computation Stage Line Tracking Corner Tracking SSD Tracking
Initialization: Average 0 0 15
Feature Detection: Average 171.37 195.73 135.8
Feature Detection: Variance 539.90 331.37 471.41
Internal State Update: Average 0 0 1.07
Internal State Update: Variance 0 0 16.48
Display: Average 0 1.57 7.83
Display: Variance 0 22.87 63.59

Table 1: Computational Load of Tracking Algorithms: A Comparison (milliseconds)

The adaptation measures described above make it possible to design the rule base for the visual tracking applica-
tion, following the generic form given in Equation (6). As Figure 4 shows, the fuzzy control model takes the output
of multiple Adaptors as input, each of which corresponding to one type of resource. In the particular case of visual
tracking, we focus on two types of resources: CPU cycles and transmission bandwidth. In our rule base, the linguistic
variable cpu corresponds to the values � �	� 
 generated by the Adaptor observing the CPU resource, and the linguistic
variable rate corresponds to the values � �	� 
 generated by the Adaptor observing transmission bandwidth. The range
of measuring linguistic variable cpu is

� � 	 � ����� � with an unit of milliseconds of CPU required per second, and the
range of measuring linguistic variable rate is

� � 	�� ����� �
with an unit of kilobytes transmitted per second. Before

processing in the inference engine, the numerical crisp values � � are first linearly normalized to the above ranges and
units, then mapped to a fuzzy set by the fuzzification process, of which the mathematical details are documented in
Appendix B.

There are two inference outputs using the rule base, corresponding to the bandwidth adaptation and CPU adapta-
tion measures, respectively. The linguistic variables used are rate demand and cpu demand, respectively. The
linguistic values used for both cpu and rate are very low, below average, moderate, above average
and very high.

We present one design of the rule base using the input format in the C-FLIE implementation of fuzzy inference
engine.

/* linguistic rules corresponding to bandwidth adaptation */
if rate is very_high then rate_demand is chopped_image
if cpu is very_high and rate is below_average then rate_demand is compress
if cpu is very_high and rate is very_low then rate_demand is compress
if cpu is above_average and rate is below_average then rate_demand is compress
if cpu is moderate and rate is moderate then rate_demand is scaled_image
if cpu is below_average and rate is above_average then rate_demand is RGB24_color
if cpu is below_average and rate is moderate then rate_demand is RGB16_color
if cpu is below_average and rate is below_average then rate_demand is grayscale
if cpu is very_low and rate is very_low then rate_demand is back_and_white

/* linguistic rules corresponding to cpu adaptation */
if cpu is very_high and rate is above_average then cpu_demand is add_tracker
if cpu is very_high and rate is very_high then cpu_demand is add_tracker
if cpu is below_average and rate is very_low then cpu_demand is drop_tracker
if cpu is very_low and rate is very_low then cpu_demand is drop_tracker
if cpu is moderate and rate is moderate then cpu_demand is replace_tracker
if cpu is above_average and rate is above_average then cpu_demand is adjust_region
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5.2.2 The Design of Membership Functions

In normal design practices of fuzzy control systems, Gaussian, triangular or trapezoidal shaped membership func-
tions are used to define the linguistic values of a fuzzy variable. Since triangular and trapezoidal shaped functions
offer more computational simplicity, we choose them to define all membership functions for linguistic values used in
the rule base.

The particular design of these membership functions is largely application-specific. In our visual tracking applica-
tion, we have defined the membership functions as shown in Figure 5, in four universal sets for variables cpu, rate,
cpu demand and rate demand, respectively.
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Figure 5: Membership Functions of the Linguistic Values

5.2.3 The Defuzzification Process

Since the decision of the inference engine is expressed in fuzzy sets, in order to be able to use it as a control signal
for applications, it has to be mapped to reconfiguration options or crisp numerical values of parameter-tuning actions.
The defuzzification process produces a non-fuzzy output, ( ����� , whose objective is to represent the possibility distribu-
tion of the inference. There is no single method for performing the defuzzification. In fuzzy control systems, because
of the ability of generating smoother control surfaces, the Center of Gravity method is frequently used. Detailed
mathematical definition of the Center of Gravity method is documented in Appendix C.

Once ( ����� is obtained, the mappings to the actual control actions are straightforward. If
�� is a fuzzy set correspond-

ing to a reconfiguration option (e.g. drop tracker, etc.) and 
 � � ( ����� 
��� �
, the corresponding reconfiguration is

activated. Otherwise, if
�� is a fuzzy set corresponding to a parameter-tuning action associated with the parameter �

(e.g. scaled image associated with image size) and the tuning range
�
�
����� 	

�
��� � �

, then the modified value of � is
set at

� � � � �
��� � �
����� 

	 
 � � ( ����� 
�� �

�����
(7)

when 
 � � ( ����� 
��� �
.

6 Experiments with the Visual Tracking Application

Based on the design for middleware Adaptors and Configurators presented in previous sections, we have imple-
mented a middleware framework to control the client-server based visual tracking application, which is the example
throughout the paper. Based on tracking algorithms implemented in the XVision [8] project, we have successfully
implemented this application on the Windows NT 4.0 platform in Visual C++ 5.0, using Windows Sockets 2 API for
the network transmission.

Programmed in C++ and Java as middleware components, we implemented the Adaptor, including the Adaptation
Task and Observation Task, as well as the internal mechanisms of the Configurator using the Fuzzy Control Model. We
adopted the C-FILE implementation [14] as our fuzzy inference engine. All middleware components interact among
one another and with the application using service enabling platforms such as CORBA. We use ORBacus 2.0.4 [11] as
our CORBA implementation. Figure 6(a) shows the main tracking window of the application, and Figure 6(b) shows
the Observation Task running within the middleware Adaptor.
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(a) The Main Tracking Window (b) The Observation Task within the middleware Adaptor

Figure 6: A Running Client-Server Based Visual Tracking Application

As a first series of experiments we tested our system in a varying network environment, in order to explore adap-
tation possibilities on transmission bandwidth requirements. The network environment is currently a simple network
simulator which allows us to simulate bandwidth fluctuations in a typical distributed environment over WAN. The
simulator simulates packet delay through a transmission path of multiple network routers, each of them implementing
the FIFO scheduling algorithm. Because of the bursty nature of cross traffic, throughput fluctuations may occur at
various times over the connection.

For the purpose of repeating the same set of experiments and for measurements of tracking precision, we use a
computer generated image sequence, in which the object moves at fixed speed and path. For the experimental results
shown in Figure 7, the moving speed of the rectangle is set at a constant 3 pixels per second continuously. In addition,
we assume there are no other CPU intensive process running in the background on the same platform. This is for the
purpose of separating the experiments on bandwidth requirements from those on CPU requirements.

In Figure 7, for comparison purpose, the three graphs on the left show the tracking results without any adaptation.
Those on the right show the case with adaptation support from the middleware framework, adopting both Task Control
and Fuzzy Control Models presented in the previous section. We can observe that by chopping image sizes being
transmitted, the bandwidth requirements are effectively reduced, the tracking precision will be preserved without any
tracking error at all times during the connection. In contrast, without any adaptation, when the network throughput
degrades to a certain degree, the tracking algorithm is not able to keep track of the object, the error accumulates
rapidly showing that the tracking algorithm loses the object. This prove-of-concept system validates that the adaptation
measures activated by the Configurator are effective in preserving tracking precision in a distributed environment with
varying bandwidth. We also observed that the parameter-tuning measures related to image sizes are only effective
within a higher range of bandwidth availability. When bandwidth availability becomes even lower, other measures,
such as altering color depth and reconfiguring to add compression and decompression modules, are desirable. We
are in the progress of adding more adaptation measures within the visual tracking application, so that it may react
appropriately to the control signals generated by the middleware Configurator.

7 Conclusions

In this work, we focused on flexible distributed multimedia applications that need to adapt their behavior to varia-
tions of the resource availability and assure quality of critical QoS parameters. In this work we presented the design of
the middleware Configurator, which maps numerical values from the middleware Adaptors to actual control actions of
parameter tuning or reconfiguration choices. A Fuzzy Control Model was adopted in the design of the Configurator,
and the design of the rule base and membership functions was shown in the context of a distributed visual tracking ap-
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plication. In our preliminary experiments we showed that our model successfully controls the communication aspects
of the visual tracking application, and adapts to varying bandwidth in a distributed environment. Ongoing and future
work involves extensions of our preliminary experiments, as well as collaboration issues involving multiple Adaptors
and Configurators in an unicast or multicast environment.
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Figure 7 (Left): Experiments without adaptation support Figure 7 (Right): Experiments with adaptation support

Figure 7: Experiments with the Client-Server Based Visual Tracking Application

Appendix A: Internal Mechanisms in the Fuzzy Inference Engine

The fuzzy inference engine operates by using the dual concepts of generalized modus ponens and compositional
rule of inference [4].

The concept of generalized modus ponens is derived from the operation of modus ponens in binary logic. Modus
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ponens is the operation to draw a conclusion from two premises. Assume that we have the proposition �
�
” � is � ”

and the implication if-then rule � ��� �
”if � is � then ( is � ” as true, we can conclude that the proposition � �

” (
is � ” has to be true. In fuzzy logic theory, Generalized modus ponens extends the above operation in the following
manner. If we have propositions �

�
” � is � ” and � �

” � is � ” where � and � are linguistic variables and � and �
are linguistic values, when both the if-then implication rule � ��� �

”if � is � then � is � ” and proposition ��� � ” � is
� � ” is valid, where � � is not necessarily the same as � , we can perform the generalized modus ponens and conclude� � �

” � is � � ”. The membership function 
 of � � is calculated by using the ���
	 ��	 compositional rule of inference
and Larsen’s product operation rule:


 ��� � ( 
�� ���
	� � 
 � � � � 
�� 
 � � � 
 
 � � ( 
 � (8)

where � is a t-norm operator. An usual selection is the intersection definition of t-norm: � ����� min � � 	 � 
 .
When multiple input linguistic variables exist in the rule, inference can be extended by interpreting the fuzzy set

of � 	 � � , which is
�� 	�� � , as the product of fuzzy sets �

	 � �� 	$#%#$# 	 � 	�� �� . Its membership function is defined as:


 ��� � ������������ ��� � �� � � � 	 ����� 	 � � 

� 
 �������� � � � 

� 
 ��� � �� � ��� 

� �	��� � 
 ��� ���� � � � 
 (9)

where � is the previously defined t-norm operator and � � � 	$#%#$# 	 
 .
If a rule base contains multiple rules, overall decision of the inference engine is obtained by taking the union of�� 	 � � � �	��� � 	$#$#%# 	�
 
 , which is the fuzzy sets of linguistic values � 	�� � � calculated by Equation (8) and (9). The

calculation is as follows:

 � � � ����� ����� � � ��!���� � ( 
�� 
 � � � �"� � ( 
$# ����� # 
 � ��!���� � ( 
 (10)

where # represents the s-norm operator for defining disjunctions in approximate reasoning. A usual selection is
� #%��� max � � 	 � 
 .
Appendix B: The Fuzzification Process

A fuzzy inference engine calculates fuzzy sets as results, taking fuzzy sets as inputs. In the above equations, the
calculated union of fuzzy sets

�� 	�� � � ��� � � 	%#$#%# 	�
 
 is the output of the inference engine, while the inference rules
and the fuzzy set

�� � are the inputs.
However, we do not normally have the fuzzy set

�� � in advance, since we normally deal with numerical crisp
values. The fuzzification process takes the numerical crisp value � � � as input, and generates a fuzzy set

�� � . If there is
no uncertainty in the numerical values, a simple fuzzification process can be:


 � � � � 

�
& � 	 if � � � ���

� 	
if � �� � ��� (11)

Otherwise, if there is some uncertainty in the numerical value � � � , the membership values of the elements of
�� � can

be selected such that, 
 � � � � 
 is taken as � if � � � � � , and 
 � � � � 
 decreases linearly from � as � moves farther away
from � � � .

In the former case where no uncertainty is involved, since
�� � will contain only a single element with membership

value equal to � , calculation in Equation (8) will become


 � � � ( 
 � 
 � � � � � 
 
 � � ( 
 (12)

In the case of multiple input variables, we substitute Equation (9) in (12) and obtain


 �'� � ( 

� min
� 
 � � � � � � 
 	 ����� 	 
 � � � � � � 
 � 
 � � ( 
 (13)

to compute the output of one inference rule. Finally, we compute an overall decision by applying Equation (10) to
aggregate the calculated

�� 	 � � � 	 � � � 	%#$#%# 	�
 . This shows that the simple fuzzification process shown in Equation
(11) simplifies the inference process in the inference engine.

13



Appendix C: The Defuzzification Process

The Center of Gravity method is a frequently used method for the defuzzification process. This method divides the
integral of the area under the membership function of the output fuzzy set (Equation 13) into half, and the defuzzified
value ( ����� marks the dividing point. Formally in the continuous case, this results in

( ����� �
� ( 
 �'� � ( 
�� (
� 
 �'� � ( 
�� ( (14)
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