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Abstract tion of an LCC-overlay with node-based LCC by employ-

ing certain probing techniques, and propose a distributed
We model the overlay using linear capacity constraints, variation of our algorithm.

which accurately and succinctly capture overlay link cerre Remark. To ensure high-bandwidth overlay multicast,

lations. We show that finding a maximum-bandwidth multi- the overlay network must have knowledge of the underlying

cast tree in an overlay with LCC is NP-complete and pro- network topology. Rather than discovering the entire un-

pose an efficient distributed heuristics algorithm. derlying topology, the formulation of LCC issaccinct and

accurate abstractiomf it; LCC providesufficientinforma-

tion to capture overlay link correlations. A surprising and

encouraging result is that even with the incomplete and dis-

tributed Node-LCC, near-optimal bandwidth multicast can

. . be obtained.

Overlay networks are distinct from regular networks in The remainder of the paper is organized as follows. We

g\a/lt\a”r?s an;v(\jlg-slez/:rl] d‘citsrugttgrrr?é) ;23 lr;'ngkg'l?L’ﬁ!cgz?sc'ztﬁngi_summarize related work and distinguish our work in Sec. 2.
y Y In Sec. 3, we present LCC and the metrics. The problem

tions); the low-level is a densely connected IP network of of finding multicast trees is studied in Sec. 4, as well as the

1 Introduction

routers and physical links. We say overlay links aoere-
lated when they map to paths that overlap: genof the
capacities of the overlay links is constrained by the capaci
of the shared physical link.

heuristics algorithm. We evaluate the algorithm in Sec. 5,
discuss its distributed variation in Sec. 6, and conclude in
Sec. 7.

Some existing work, however, views the overlay as a reg-
ular network graph where capacities of links are indepen-2 Related Work
dent and scalars (unicast bandwidths). We refer to this as
the independent overlay model. Other related wark, To the best of our knowledge, there has not been pre-
[10, 8], either focus on end-to-end latencies, or aims te dis vious work on the problem of highest-bandwidth multi-
cover the underlying IP-layer topology. However, itis imfe  cast tree with LCC that we studied in this paper. Over-
sible to discover the entire AS-level topology using prapin lay networks and multicast have been extensively studied
techniques (such dg acer out e). in[12, 11, 13, 3, 1, 7, 2]. Common to all these proposals

We proposdinear capacity constraint¢§LCC) as a for- are that they view and treat overlay links as independent.
mulation of overlay link correlations. The problem we Recent work by Ratnasanst al. [10] aims to incorporate
study is finding maximum-bandwidth overlay multicast more topological awareness into overlay constructions Thi
trees. We define three metrics to measure the quality ofwork differs from ours in focusing exclusively on latency.
these trees: accuracy, efficiency and stress. We showWe have studied the new problem of maximum-bandwidth
that the problem of finding a maximum-bandwidth multi- multicast tree in LCC-overlays; our previous paper [15] did
cast tree in an LCC-overlay is NP-complete, and proposenot study multicast. Definitions of the metrics are also new.
a heuristics algorithm to solve it. Two types of LCC are In [6], Kim et al. propose a protocol to eliminate probed
considered: Complete-LCC and Node-LCC. Our algorithm bottlenecks in an overlay multicast tree. Our work is dis-
always obtains near-optimal trees, not only with complete tinct from theirs in formally abstracting link correlatisn
LCC, but even with the restricted and inherently distribute using linear capacity constraints. We also rigorously @efin
node-based LCC. Simulation results show that the algo-the metrics of accuracy, efficiency and stress, which pevid
rithm converges quickly and is scalable for increasing net- both quantitative performance measurement and crucial in-
work sizes. Furthermore, we discuss distributed construc-sight.



3 Linear Capacity Constraints Using these LCC, the highest-bandwidth tree obtained is
given in Figure 1(d). In this case, the achievable bandwidth
In the independent model, an overlay network is viewed is 2, the same as the prgdicted bandwi(_jth. This corresponds
as a weighted graph in which overlay links have scalar un- €xactly to the actual optimal tree for this network. .
correlated capacities. A generic scheme of constructing an  From the above example, we can observe that the achiev-
overlay with the aim of optimizing bandwidth is: each node able bandwidth of the independent overlay is low because it
selects its neighbors by choosihgdjacent links with the ~ does not incorporate link correlations and therefore has in
highest unicast bandwidth. The imposition of a node degreeSufficient information to obtain a high-bandwidth tree. In
limit % is a commonly used heuristic to alleviate overload- the LCC-overlay, however, the formulation of link correla-
ing in the low-level network. Since this is representatite o ions as LCC results in an accurate abstraction of undeglyin
overlay construction schemes from previous work, we adopttoPology, hence an optimal multicast tree can be found.
it to assess the independent model.
We use the example in Figure 1 toillustrate the disadvan-3.1 Formal definitions of LCC and metrics
tage of the independent model, and to introduce and show

the advantage of the LCC model. We now present the definitions formally. The two-level
hierarchy of an overlay network can be formulated as con-
sisting of: (1) A low-level (IP) grapiG = (V, E); each
low-level link e € E has a capacity of(e) > 0. (2) A
high-level overlay grapl; = (V, E), whereV c V; (3)

A mappingP of every overlay edgév;, ;) € E to a low-

(a) A, B, C, D are overlay nodes

connected to each other by physical (b) Overlay graph © @ |eV€‘| pathp (517 62) C G from E)\l tO 62 .

links and 4 routers.

The independent overlay is defined as follows.
Definition 1 (Independent overlay) The independent
overlayis a pair(@, ¢), wherec is a capacity function such
that each linké € E has a nonnegative capacitfe) > 0.
The LCC-overlay is defined as follows.
Definition 2 (LCC-overlay): The LCC-overlayis a
Consider the low-level network in Figure 1(a). The over- tLipIet (G, C,b) where (1) The capacity of each lirkin
lay graph is given in Figure 1(b), in which the overlay links G is a variablerz. (2) (C,b) represent a set of: linear
are labeled by their independent unicast bandwidths. Fig-capacity constraint€'z < b: C is a0-1 coefficient matrix
ure 1(b) is the case whehis 3 in the above construction  of sizem x |E|; = is the|E| x 1 vector of link capacity
scheme based on the independent model; it is not hard tqariablesp € R™ is the capacity vector.
see that the following reasoning will also hold for= 2 or Each rowi in (C,b) is a constraint of the form
1 . . , Y ac(ie)=1 e < b(2).
In the independent model, the highest-bandwidth mul- ’
ticast tree in this overlay graphs shown in Figure 1(c).
Although the predicted bandwidth of the treejst can be ~ 3.1.1 Overlay (or predicted) bandwidth
seen that the achievable bandwidth of the trekligcause
all three links in the tree share a single bottleneck physica
link (2, r3) with capacity3.
In the LCC model, the capacity of each overlay link is
represented by gariableand a set of linear constraints are

Figure 1. A simple example illustrating the disadvantage
of the independent model and the advantage of linear ca-
pacity constraints.

Given any tre€l" in either the independent overlay or the
LCC-overlay, we observe that there exists the notion of the
overlay bandwidthof T, or its predicted bandwidttin the
overlay model of interest. Because algorithms rely solely

; . on predicted bandwidth to optimize tree formation, this is
used to formulate link correlations. The complete set of .
: : . o an crucial concept.
linear capacity constraints (LCC) for the example is given X . ~
below in matrix form: For a treel” in the independent overlgyr, ¢), the over-
lay bandwidth off" is the minimum bandwidth link iA” as
given bye, or formally,min{c(e) : € € T'}.

TAB
10 0 0 0 0 TAC 9 As for a tre€l’ in an LCC-overIay(@,C, b), the overlay
( 01 1 1 10 ) Tap | ( 3 ) @ bandwidth ofl" can be obtained by the following procedure.
000 0 0 1 Tec | T\ 9 For each constrair(iC;, b;) (i-th row in C, b), compute the
TBED bandwidth allocated to every linke T for whichC; ; = 1:
rep vi(§) = bi/ Xper Cix- Thatis,yi(j) is the bandwidth

allocated toj in T' by thei-th constraint. Considering all
1The tree can be found by an all-widest paths algorithm thaviriant FonStramts together, the allocated bandWI(_ﬂth of link T
of Dijkstra’s all-shortest paths. isvj = min{v;(j) : ¢ = 1...m}, wherem is number of




rows inC. Finally, the overlay bandwidth of is o(T) = 4 Multicast Tree with Linear Capacity Con-
min{y(j):j € T}. straints

4.1 MTC is NP-complete

3.1.2 Achievable bandwidtho(T) We showed above that by using LCC, the bandwidth
of multicast trees can be significantly increased. Now we

Another notion of interest is: Given any overlay trée are faced with the question of how to obtain the highest-

what is theachievable bandwidtof T? Leto(T) denote  Pandwidth multicast tree in an LCC-graph. _

the achievable bandwidth @fin overlay@ residing on top . We state the problem O.f h|ghest-bandW|dth multicast free

of G. The procedure for obtaining;(7") is summarized in with LCC (MTC) as a decision problem as follows.

: : P INSTANCE: An LCC-graph(G,C,b), where G =
Figure 2. The following verifies its correctness. (V, E) and(C, b) are LCC: a positive intege.

Proposition: Given an overla;(@, G, P) and any over- QUESTION: Is there a multicast tre for G such that
lay treeT” C G, the highest bandwidth that can achieve  the bandwidth of"is > B?
is o¢(T) obtained by the procedure in Fig. 2. Theorem: MTC is NP-complete.
Proof: Due to space constraint, please refer to [14] for Proof: Due to space constraints, please refer to [14] for
the proof.
the proof.
4.2 Heuristics Algorithm
for each ec F
Al l ocate c(e) equal |y ampng ot ;
(e:ccP@ and T() >0}, We propose a heunsucsAaIgonthm to solvg the problem.
l et each allocation be denoted by +%(€) The input IS an LCngranG, C,b). The.g(.)al is to find a
for each ec E high-bandwidth multicast tree. The main idea of the algo-
if T(@ >0 ~7(e) « min{y5(€) : e € P(€)} rithm is to begin with an initial tree, and make incremental
else 7€) < 0 o improvements by replacing, at each iteration, the lowest-
oc(T) — min{yr(€) : yr(€) #0 and e€ £} bandwidth edge with a higher-bandwidth one, thereby in-

creasing bandwidth of the tree. For every edge replacement,
Figure 2. The procedure for obtaining achievable band-  the algorithm preserves the topology of a multicast tree,
width of a treeT" in G, o (T). a tree spanning all receiver nodes.

The initial multicast tree is found by first forming a
regular graphG with edges weighted with independent
edge capacities (numbers). This is easily done by setting

We proceed now to present (original) definitions of the min{b; : C(i,e) = 1} to be the capacity for each edge
metrics: accuracy, efficiency and stress. Accuracy is the, ¢ . Note that this corresponds exactly to an independent

ratio of the overlay or predicted bandwidth of a tree over gyerlay with unicast bandwidths for the edges. A highest-
its achievable bandwidth. Efficiency is the ratio of achiev- pandwidth multicast tree is found i@ and set to be the

able bandwidth of a tree over the optimum tree bandwidth. jnitial tree, let it be denoted},. The algorithm then incre-

lay tree links; it is essentially the load placed on a lovelev  edge with a better edge, if possible, while maintaining the
link by the overlay tree, normalized by the link capacity. spanning tree structure.

The formal definitions are given below. The algorithm, which we calHMTC (High-bandwidth
Definition 3 (Accuracy): The accuracy of a mul- Multicast Tree with LCC), is summarized in Table 4.
ticast tree T in an overlay network (G,G,P), is < W%re-glfe the examplle oyirlay_?re]twork iln Figurehl flrom
: A ec. 3 to illustrate the algorithm. The overlay graph along
(overlay bandwidth of"in &) /(o (). with the LCC (C, b) are in Figure 3(a). For simplicity of
Definition 4 (Efficiency): The efficiencyof a mul-  presentation, we let/V denote the capacity variable of
ticast tree T in an overlay network(G,G,P), is edge(U, V).
(0c(T))/(oc(Topt), whereTgppt is an optimal multicast In the graph in Figure 3(a), the numbers labeling the
tree in(G, G, P). edges are the independent edge capacities. For the graph

L with independent edge capacities, a highest-bandwidth mul
Definition 5 (Stress) Thestressof a low-level edgez € ticast tree is foundT}, in Figure 3(b). TheLCC of T is
E due to a multicast tre in an overlay networkG, G, P), listed on the right ofl} in the figure. The LCC ofT,
is|{€e: e e FE ande € T}|/c(e), wherec(e) is the capacity  Cr,, is LCC (of the graph)C,b) intersected withl; so
of e. that they only contain capacity variables of edges ffGm



In this instance, there is only one constraint in LCCIf exactly this. To analyze this, wasuallyexamine low-level
AC + AD + BC < 3. EachTj edge is thus allocated an link stress. For ease of visual representation, we find it con
equal bandwidth of. The bandwidth ofj is the minimum venient to definestress ratio for low-level link e, it is the
of allocated bandwidths of its edges, in this cdse, ratio of stress ot over the minimum stress of all low-level
The worst edge, one with the lowest bandwidth allocated links with at least one overlay link mapped to them, rounded
by the LCC ofTy, is selected to be replaced. Since all three to an integer. For instance, a stress ratid nfeans the links
edges have lowest bandwidth, any one can be selected, salyas three times the stress of a link with stress ratiéWe
edgeAC. We want to find another edg€Y such that by  will refer to stress ratio as stress, since the former is a cer
removingAC and addingXY” to form Ty, T} is a multicast ~ tain normalized form of the latter. Atress graplis a graph
tree and the bandwidth @f, (allocated by the LCC of}) of low-level links that have overlay links mapped to them,
is higher than the bandwidth &f. In other words XY and for each link between a pair of nodesv), the number
connects the subtree undé€, i.e., subtree rooted at node of edges connecting andv in the stress graph is the stress
C, with the rest of the tree. The resulting new tree also hasof link (u, v).
improved bandwidth. L Just to illustrate howHMTC incrementally minimizes
EdgeC'D satisfies the above conditions; the removal of {he maximum link stress after each iteration of the algo-
AC and the new tre&) formed by adding’D can be seen  yithm, we revisit our example in Fig. 3 from Sec. 4.2. In
in Figure 3(c) and (d), respectively. The LCCBfandthe i 5 e show the stress graphs of the trees constructed at
bandwidths allocated to the edges are given as well. Thegach jteration oHMTC. It can be seen that the worst link

bandwidth ofI} is 1.5, an improvement off. _ stress progressively decreases as the algorithm progresse
Now the above edge replacement procedure is repeated

for T7. The new tre€él; is shown in Figure 3(f); its band-
width is 2. At this point, none of the three edges can be re- A A\ A

placed by another edge to improve the tree bandwidth and C/ \D '|3 B/ \D
the algorithm terminates. | c |
B I c
. B
HMIC(G, C, b) Initial overlay tree Tree after Iteration 1 Tree after Iteration 2
1 obtain G with independent edge
capacities from G and LCC (C,b) A c A c A c
2 Ty — highest-bandwi dth tree in G \oEo/ \o=o/l \\o—o/\
3 (Cpy,b) — LCC of Ty TN ./ N L/ N
4 R« edges in Tp in ascendi ng order
of bandwi dths allocated by (Cr,,b) Low-level stress Stress imposed by~ Stress imposed by
5 Ty — To ° imposed by initial tree  tree after Iteration 1 tree after Iteration 2
6 iter «1
7 while iter <max.numiterations and R# & Figure 5. Incremental improvement in stress throughout
g ;gi };t, {e;;ge n execution oHMTC on the example network. The top four
10 T, — subtree under r graphs are overlay and the bottom four are corresponding
11 T — Ty — {r} underlying network.
12 for each edge e€ T — Tsup
13 T —TuU{e}
14 Cpr «— LCC of T’
15 i f bandwi dt h(T”) > bandwi dt h(T};)
16 Ty — T’
17 R «— edges in Ty; in ascending i .
18 order of allocated bandwi dths 5 Evaluation of Algorithm Performance and
19 ‘ br e_ak out of for-Ioop Convergence
20 iter —iter +1
21 return Ty,

In this section, we evaluate the performance and con-
vergence of our heuristics algoritheMTC. We consider
complete LCC — the complete set of LCC that expresses all
. . . link correlations, and node-based LCC — every constraint
4.3 Effectiveness of HMTC algorithm in  contains only links incident to the same node. We com-

minimizing stress pare three cases: optimal independent ttadgpendent
HMTC with complete-LCC Complete-LC¢ and HMTC

We note that to maximize multicast bandwidth, one with node-LCC Node-LCQ. To generate realistic network
should minimize the maximum link stress in the underly- topologies, we use a power-law Internet topology generator
ing network. TheHMTC algorithm attempts to accomplish BRITE [9].

Figure 4. Summary of heuristics algorithidMTC.
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A C A A A A
g A AC+AD+BC<=3 AD+BC<=3 AB<=2
2l><\2 /\ 7\1\ \D CD<=2 \D /\ AD<=3
B 30D C D aci1 ~ D I | N D CD<=2
| AD: 1 Jc\ Ly AD:1.5 C \Bl: | B2
c o omen F polen
AC+AD+BC+BD<=3 ‘B/' 1 ll 'B\, AD=3

CD<=2 ~ ‘B, (!
(a) LCC-overlay (b) Initial tree To (c) lteration 1: (d) Iteration 1: (e) Iteration 2: () Iteration 2:
Remove edge AC Add edge CD --> T, Remove BC Add AB --> T,

Figure 3. An example of the heuristics algorithm being executed.

—-~ Independent higher probabilities of the paths intersecting and sharing
12 -~ Complete-LCC links. The likelier overlay link correlations are, the hagh
+ Node-LCC - . .
e . the probability that some shared Iow—IeveI_Ilnk is fc_)rced to
) g ' allocate equally low bandwidth to overlay links. Things are
5 0.8 ‘ not necessarily rosier with high densities of overlay nodes
i 06 N Higher percentage of overlay nodes leads to more over-
' lay links mapped to the same low-level network, naturally,
04 collisions increase. Intuitively, there might exist a nald
0.2 2 v & /\;O ground where paths are not so Io_ng and overlay Iin_ks are
ercentage of overlay nodes not so dense, such that overloading of bottleneck links is
minimized, thereby achieving the optimal. This optimum
Figure 6. Efficiency versus overlay ratio, low-level size point seems to be d0% here.
= 300.
—— Independent
-~-- Complete-LCC
12 - Node-LCC
5.1 Performance metrics )

Accuracy

The performance metrics we use are efficiency, accuracy
and stress, as defined previously in Sec. 3.1. For stress, we
continue to use stress ratio (and stress graph) for evalua-
tion purposes. We will use the terms ’'stress’ and ’stress
ratio’ interchangeably. Recall that thedficiencyof a tree 2 cenaof overiay Oges 0
T measures how close the bandwidthofis to the opti-
mal, specifically, it is the ratio of achievable bandwidth of Figure 7. Accuracy versus overlay ratio, low-level size =
T over optimal multicast tree bandwidth. However, as we  3qqg.
showed above, finding the optimal in LCC-overlays is NP-
complete. Therefore, we use apper boundf the optimal:
the optimalindependentree bandwidth.

—— Independent

. --<- Complete-LCC
5.2 Efficiency and Accuracy 12 ~ Node-toC

{06900 §30.¢ 6640 9400 6 900 004 0900 poq

First, we study the effect of different ratios of overlay
size to low-level size, by fixing low-level network size to
300 and varying the percentage of overlay nodes fid¥
to 80%. Efficiency for the three types of trees is plot-
ted against the ratio of overlay to low-level size, in Fig-

Efficiency

ure 6. The efficiency of Complete-LCC is nearly always 0 2000 work sia200 6000
1 or optimal. Node-LCC follows Complete-LCC remark-
ably closely in efficiency for all overlay-to-network rasio Figure 8. Efficiency versus network sizd 0% overlay

of less thar60%, i.e., all realistic overlay percentages. Effi-
ciency of Independent trees is by far the lowest. The shape
of the curve can be explained. When overlay nodes are few
compared to the low-level network size, the paths between The plot of accuracy versus overlay percentage can be
them are likely long and contain more links, resulting in seen in Figure 7. Itis obvious that Complete-LCC is always

nodes.



—— Independent stress. With a fixed network size and overlay percent-

12 e ﬁgg“ep_'itg;wc age, stress graphs for each of the three trees (Independent,

Complete- and Node-LCC) are shown. The stress graph
contains only low-level edges with at least one overlay tree
link mapped to it. For every low-level edde:,v) with
stresss, s multiple edges are drawn betweemnduv.

Consider the scenario of network six@) and overlay
ratio 10%; it corresponds to the00 point on the x-axis of

Accuracy

% 2000 2000 5000 the efficiency graph in Figure 8. The stress graphs are given
Network size in Fig. 10. The Independent stress graph, in Figure 10(a),
i ) clearly shows three heavily stressed links. This is confitme
Figure 9. Accuracy versus network siza0% overlay by the distribution of stress shown in the top histogram in
nodes. Figure 11: three links have higher stress. The stress graphs

of Complete-LCC and Node-LCC, in Figure 10(b) and (c),

look the same. Their distributions of stress, bottom twe his
perfectly accuratei., accuracy ofl), due to its complete tograms in Figure. 11, show that the maximum stress is half
link correlation information. An encouraging observation Of that for Independent. _ o
here is that Node-LCC accuracy is greater tBag% for all Herein lies the reason for optimal efficiency of
realistic overlays€ 60%). Note that for Independent trees, Complete-LCC and Node-LCC and for poor efficiency of
accuracy is exactly the same as efficiency, the modified ver-Independent, as seen in Figure 8 at the x-valuk)of The
sion. The accuracy curves are in general extremely similarmaximum link stress placed by the Independent tree is twice
to the efficiency, which is evidence that supports our propo- &S high as the maximum link stress caused by the two LCC
sition that to ensure high multicast bandwidth, inisces-  trees. Independent efficiency being roughly half of that of

saryfor an overlay taaccuratelyrepresent the true network  the two LCC is a convincing indication that our definition
topology. of stress is reasonable and useful.

The next parameter we vary is the total network size, ~We examine another scenario where network siz®/is

from 100 to 6000 nodes, while keeping the percentage of With 10% overlay nodes. The stress graphs in Figure 12
overlay nodes at a constari%, a value which we believe ~ Show Node-LCC and Complete-LCC to be similar, while
is realistic. Efficiency is shown in Figure 8 and accuracy Stress for Independentis clearly higher in several linkg- F

in Figure 9. In this experiment, the efficiency and accuracy ure 13 informs that Complete-LCC is only slightly better
graphs are almost indistinguishable. Again, Node-LCC per-than Node-LCC, and Independent has some links with much
forms almost as well as the best Complete-LCC, with Inde- Worse stress. This is reflected in their respective efficien-

pendent being much worse, for almost all network sizes. ~ Ci€s, in the correspondirigh point on the efficiency curves
in Figure 8.

We observe that the virtue diMTC with LCC is its
success in choosing overlay links that spread load evenly
among the low-level links, minimizing stress placed on any
single link. The success is prominent even with the much

5.3 Stress

10

) Hl Independent restricted Node-LCC.
0 12 3 456 7 8 910111213 50
10 [ M Independent |
Il Complete-LCC
- -

0 5 10 15 20 25 30

III Il Complete-LCC
ml

-
123456 78 910111213

Il Node-LCC

Number of edges
(&)

Number of edges

500 5 10 15 20 25 30
12345 GS7 8 9 10111213 Il Node-LCC
tress
o IIIII.
Figure 11. Distributions of link stress for Independent, ° °w Strlfss om0 %
Complete-LCC and Node-LCC, network size = 100%
overlay nodes. Figure 13. Distributions of link stress for Independent,

Complete-LCC and Node-LCC, network size = 700%
overlay nodes.

To further investigate the underlying cause of poor and
good performance, we visually examine low-level link



(a) Stress graph for Independent, network gtz Stress graph for Complete-LCC, netwddy Stress graph for Node-LCC, network size =

=100.

size = 100.

100.

Figure 10. Stress graphs, network size = 100.

(a) Stress graph for Independent, network $lze Stress graph for Complete-LCC, netwddy Stress graph for Node-LCC, network size =

=700.

5.4 Convergence and Scalability

size = 700.

700.

Figure 12. Stress graphs, network size = 700.
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—— 15% overlay
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—— 25% overlay
—— 30% overlay

Figure 14. Convergence of heuristics algorithm for vari-

10

20 30 40
Number of rounds

ous overlay ratios, low-level size = 300.

We analyze the convergence of our algorithiTC in
Figure 14. For a fixed network 800 nodes and increasing

50

in the algorithm. The final bandwidth is always reached in a
small number of rounds, for all overlay ratios. Although the
number of rounds required to converge increases slightly
for higher overlay ratios, it remains small. We do not show
them for clarity, but for all ratios up t80%, the algorithm
converges in less thas) rounds. Scalability of the algo-
rithm is supported by the fact that similar convergence oc-
curs for network sizes up to the high thousands.

6 Distributed Multicast in LCC-Overlay

Above simulation results showed thetMTC can find
near-optimal trees with the inherently distributed Node-
LCC. Two obstacles remain: (1) How do we practically
construct an LCC-overlay in a decentralized fashion? (2)
The algorithmHMTC must be modified to become fully dis-
tributed.

We have previously proposed, in [15], a decentralized
scheme for constructing an LCC-overlay. It is based on an

overlay ratios, the (normalized) tree bandwidth attaireed i existing efficient technigue for detecting shared bottbse
plotted against the number of rounds that has been executegroposed by Katabi et al. in [5, 4]. The node-based LCC
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Figure 15. Convergence of heuristics algorithm for vari-
ous network sizes with0% overlay nodes.

are obtained in iterations of increasing refinement, which

—e— Complete-LCC |
—— Distributed Node-LCC

60 80 100

0 20 40

Tree bandwidth

—e— Complete-LCC

—— Distributed Node-LCC
40 60 80 100

Number of rounds

20

Figure 16. Top: Convergence for network size&00.
Bottom: Convergence for siz#00. (10% overlay)

showed fast convergence in simulations. Due to space conyistributed scheme of constructing.

straints, we do not go into the details.

Once the LCC-overlay is constructed and maintained,
one needs only to develop a distributed versiotHMTC
using node-based LCC. The distributed algorithm differs
from the centralized version in two aspects. In the central-
ized algorithm, global link replacement is done — the worst
link is replaced by another that improves the tree bandwidth
In the distributed algorithm, every node does local replace
ment of its worst incident link in the tree, by one of its inci-
dent links in the overlay; the replacement is done whenever
the new link has a higher bandwidth allocated by the LCC
(not only when bandwidth of the entire tree is increased).

The other difference is the new mechanism for cycle
avoidance in the distributed algorithm. When nodes make
local link replacements, cycles may be introduced and it
would no longer be a tree. In order to preserve the tree
structure, whenever a nodeis beginning the process of
replacing a local link, a "replacing” notification is passed
down to all nodes in the subtree rootedwgtwhen v is
finished, a "finished” notification is passed down. When a
nodew receives a "replacing” notification from its parent,
forwards it to its children, andoes not accept any requests
to add new links incident to by other nodes who may be
doing their own local adjustments — until receives the
"finished” notification.

Simulation results in Figure 16 show that the distributed

(1]

(2]

(3]

(4]

(5]
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