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Abstract

We model the overlay using linear capacity constraints,
which accurately and succinctly capture overlay link corre-
lations. We show that finding a maximum-bandwidth multi-
cast tree in an overlay with LCC is NP-complete and pro-
pose an efficient distributed heuristics algorithm.

1 Introduction

Overlay networks are distinct from regular networks in
having a two-level structure. The high-level consists of
overlay nodes (end-systems) and links (unicast connec-
tions); the low-level is a densely connected IP network of
routers and physical links. We say overlay links arecorre-
lated when they map to paths that overlap: thesumof the
capacities of the overlay links is constrained by the capacity
of the shared physical link.

Some existing work, however, views the overlay as a reg-
ular network graph where capacities of links are indepen-
dent and scalars (unicast bandwidths). We refer to this as
the independent overlay model. Other related work,e.g.,
[10, 8], either focus on end-to-end latencies, or aims to dis-
cover the underlying IP-layer topology. However, it is infea-
sible to discover the entire AS-level topology using probing
techniques (such astraceroute).

We proposelinear capacity constraints(LCC) as a for-
mulation of overlay link correlations. The problem we
study is finding maximum-bandwidth overlay multicast
trees. We define three metrics to measure the quality of
these trees: accuracy, efficiency and stress. We show
that the problem of finding a maximum-bandwidth multi-
cast tree in an LCC-overlay is NP-complete, and propose
a heuristics algorithm to solve it. Two types of LCC are
considered: Complete-LCC and Node-LCC. Our algorithm
always obtains near-optimal trees, not only with complete
LCC, but even with the restricted and inherently distributed
node-based LCC. Simulation results show that the algo-
rithm converges quickly and is scalable for increasing net-
work sizes. Furthermore, we discuss distributed construc-

tion of an LCC-overlay with node-based LCC by employ-
ing certain probing techniques, and propose a distributed
variation of our algorithm.

Remark. To ensure high-bandwidth overlay multicast,
the overlay network must have knowledge of the underlying
network topology. Rather than discovering the entire un-
derlying topology, the formulation of LCC is asuccinct and
accurate abstractionof it; LCC providesufficientinforma-
tion to capture overlay link correlations. A surprising and
encouraging result is that even with the incomplete and dis-
tributed Node-LCC, near-optimal bandwidth multicast can
be obtained.

The remainder of the paper is organized as follows. We
summarize related work and distinguish our work in Sec. 2.
In Sec. 3, we present LCC and the metrics. The problem
of finding multicast trees is studied in Sec. 4, as well as the
heuristics algorithm. We evaluate the algorithm in Sec. 5,
discuss its distributed variation in Sec. 6, and conclude in
Sec. 7.

2 Related Work

To the best of our knowledge, there has not been pre-
vious work on the problem of highest-bandwidth multi-
cast tree with LCC that we studied in this paper. Over-
lay networks and multicast have been extensively studied
in [12, 11, 13, 3, 1, 7, 2]. Common to all these proposals
are that they view and treat overlay links as independent.
Recent work by Ratnasamyet al. [10] aims to incorporate
more topological awareness into overlay construction. This
work differs from ours in focusing exclusively on latency.
We have studied the new problem of maximum-bandwidth
multicast tree in LCC-overlays; our previous paper [15] did
not study multicast. Definitions of the metrics are also new.

In [6], Kim et al. propose a protocol to eliminate probed
bottlenecks in an overlay multicast tree. Our work is dis-
tinct from theirs in formally abstracting link correlations
using linear capacity constraints. We also rigorously define
the metrics of accuracy, efficiency and stress, which provide
both quantitative performance measurement and crucial in-
sight.
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3 Linear Capacity Constraints

In the independent model, an overlay network is viewed
as a weighted graph in which overlay links have scalar un-
correlated capacities. A generic scheme of constructing an
overlay with the aim of optimizing bandwidth is: each node
selects its neighbors by choosingk adjacent links with the
highest unicast bandwidth. The imposition of a node degree
limit k is a commonly used heuristic to alleviate overload-
ing in the low-level network. Since this is representative of
overlay construction schemes from previous work, we adopt
it to assess the independent model.

We use the example in Figure 1 to illustrate the disadvan-
tage of the independent model, and to introduce and show
the advantage of the LCC model.
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(a)  A, B, C, D are overlay nodes 

connected to each other by physical 

links and 4 routers.


(b)  Overlay graph (c) (d)

Figure 1. A simple example illustrating the disadvantage
of the independent model and the advantage of linear ca-
pacity constraints.

Consider the low-level network in Figure 1(a). The over-
lay graph is given in Figure 1(b), in which the overlay links
are labeled by their independent unicast bandwidths. Fig-
ure 1(b) is the case whenk is 3 in the above construction
scheme based on the independent model; it is not hard to
see that the following reasoning will also hold fork = 2 or
1.

In the independent model, the highest-bandwidth mul-
ticast tree in this overlay graph1 is shown in Figure 1(c).
Although the predicted bandwidth of the tree is3, it can be
seen that the achievable bandwidth of the tree is1 because
all three links in the tree share a single bottleneck physical
link (r2, r3) with capacity3.

In the LCC model, the capacity of each overlay link is
represented by avariableand a set of linear constraints are
used to formulate link correlations. The complete set of
linear capacity constraints (LCC) for the example is given
below in matrix form:
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1The tree can be found by an all-widest paths algorithm that isa variant
of Dijkstra’s all-shortest paths.

Using these LCC, the highest-bandwidth tree obtained is
given in Figure 1(d). In this case, the achievable bandwidth
is 2, the same as the predicted bandwidth. This corresponds
exactly to the actual optimal tree for this network.

From the above example, we can observe that the achiev-
able bandwidth of the independent overlay is low because it
does not incorporate link correlations and therefore has in-
sufficient information to obtain a high-bandwidth tree. In
the LCC-overlay, however, the formulation of link correla-
tions as LCC results in an accurate abstraction of underlying
topology, hence an optimal multicast tree can be found.

3.1 Formal definitions of LCC and metrics

We now present the definitions formally. The two-level
hierarchy of an overlay network can be formulated as con-
sisting of: (1) A low-level (IP) graphG = (V,E); each
low-level link e ∈ E has a capacity ofc(e) ≥ 0. (2) A
high-level overlay grapĥG = (V̂ , Ê), whereV̂ ⊂ V ; (3)
A mappingP of every overlay edge(v̂1, v̂2) ∈ Ê to a low-
level pathP (v̂1, v̂2) ⊂ G from v̂1 to v̂2.

The independent overlay is defined as follows.
Definition 1 (Independent overlay): The independent

overlayis a pair(Ĝ, ĉ), whereĉ is a capacity function such
that each link̂e ∈ Ê has a nonnegative capacityĉ(ê) ≥ 0.

The LCC-overlay is defined as follows.
Definition 2 (LCC-overlay): The LCC-overlay is a

triplet (Ĝ, C, b) where (1) The capacity of each link̂e in
Ĝ is a variablexbe. (2) (C, b) represent a set ofm linear
capacity constraintsCx ≤ b: C is a0-1 coefficient matrix
of sizem × |Ê|; x is the |Ê| × 1 vector of link capacity
variables;b ∈ Rm is the capacity vector.

Each row i in (C, b) is a constraint of the form∑
be:C(i,be)=1 xbe ≤ b(i).

3.1.1 Overlay (or predicted) bandwidth

Given any treeT in either the independent overlay or the
LCC-overlay, we observe that there exists the notion of the
overlay bandwidthof T , or its predicted bandwidthin the
overlay model of interest. Because algorithms rely solely
on predicted bandwidth to optimize tree formation, this is
an crucial concept.

For a treeT in the independent overlay(Ĝ, ĉ), the over-
lay bandwidth ofT is the minimum bandwidth link inT as
given byĉ, or formally,min{ĉ(ê) : ê ∈ T}.

As for a treeT in an LCC-overlay(Ĝ, C, b), the overlay
bandwidth ofT can be obtained by the following procedure.
For each constraint(Ci, bi) (i-th row in C, b), compute the
bandwidth allocated to every linkj ∈ T for whichCi,j = 1:
γi(j) = bi/

∑
k∈T Ci,k. That is,γi(j) is the bandwidth

allocated toj in T by the i-th constraint. Considering all
constraints together, the allocated bandwidth of linkj in T
is γj = min{γi(j) : i = 1 . . . m}, wherem is number of



rows inC. Finally, the overlay bandwidth ofT is σ(T ) =
min{γ(j) : j ∈ T}.

3.1.2 Achievable bandwidthσG(T )

Another notion of interest is: Given any overlay treeT ,
what is theachievable bandwidthof T? LetσG(T ) denote
the achievable bandwidth ofT in overlayĜ residing on top
of G. The procedure for obtainingσG(T ) is summarized in
Figure 2. The following verifies its correctness.

Proposition: Given an overlay〈Ĝ,G, P 〉 and any over-
lay treeT ⊆ Ĝ, the highest bandwidth thatT can achieve
is σG(T ) obtained by the procedure in Fig. 2.

Proof: Due to space constraint, please refer to [14] for
the proof.

for each e ∈ E

Allocate c(e) equally among
{be : e ∈ P (be) and T (be) > 0},

let each allocation be denoted by γe

T
(be)

for each be ∈ bE

if T (be) > 0 γT (be)← min{γe

T
(be) : e ∈ P (be)}

else γT (be)← 0

σG(T )← min{γT (be) : γT (be) 6= 0 and be ∈ bE}

Figure 2. The procedure for obtaining achievable band-
width of a treeT in G, σG(T ).

We proceed now to present (original) definitions of the
metrics: accuracy, efficiency and stress. Accuracy is the
ratio of the overlay or predicted bandwidth of a tree over
its achievable bandwidth. Efficiency is the ratio of achiev-
able bandwidth of a tree over the optimum tree bandwidth.
Stress is defined for low-level links that are mapped by over-
lay tree links; it is essentially the load placed on a low-level
link by the overlay tree, normalized by the link capacity.
The formal definitions are given below.

Definition 3 (Accuracy): The accuracy of a mul-
ticast tree T in an overlay network 〈G, Ĝ, P 〉, is
(overlay bandwidth ofT in Ĝ)/(σG(T )).

Definition 4 (Efficiency): The efficiency of a mul-
ticast tree T in an overlay network 〈G, Ĝ, P 〉, is
(σG(T ))/(σG(Topt)), whereTopt is an optimal multicast

tree in〈G, Ĝ, P 〉.

Definition 5 (Stress): Thestressof a low-level edgee ∈

E due to a multicast treeT in an overlay network〈G, Ĝ, P 〉,
is |{ê : ê ∈ Ê andê ∈ T}|/c(e), wherec(e) is the capacity
of e.

4 Multicast Tree with Linear Capacity Con-
straints

4.1 MTC is NP-complete

We showed above that by using LCC, the bandwidth
of multicast trees can be significantly increased. Now we
are faced with the question of how to obtain the highest-
bandwidth multicast tree in an LCC-graph.

We state the problem of highest-bandwidth multicast tree
with LCC (MTC) as a decision problem as follows.

INSTANCE: An LCC-graph(G,C, b), where G =
(V,E) and(C, b) are LCC; a positive integerB.

QUESTION: Is there a multicast treeT for G such that
the bandwidth ofT is ≥ B?

Theorem: MTC is NP-complete.
Proof: Due to space constraints, please refer to [14] for

the proof.

4.2 Heuristics Algorithm

We propose a heuristics algorithm to solve the problem.
The input is an LCC-graph(Ĝ, C, b). The goal is to find a
high-bandwidth multicast tree. The main idea of the algo-
rithm is to begin with an initial tree, and make incremental
improvements by replacing, at each iteration, the lowest-
bandwidth edge with a higher-bandwidth one, thereby in-
creasing bandwidth of the tree. For every edge replacement,
the algorithm preserves the topology of a multicast tree,i.e.,
a tree spanning all receiver nodes.

The initial multicast tree is found by first forming a
regular graphG with edges weighted with independent
edge capacities (numbers). This is easily done by setting
min{bi : C(i, e) = 1} to be the capacity for each edge
e ∈ Ĝ. Note that this corresponds exactly to an independent
overlay with unicast bandwidths for the edges. A highest-
bandwidth multicast tree is found inG and set to be the
initial tree, let it be denotedT0. The algorithm then incre-
mentally improves the tree by always replacing the worst
edge with a better edge, if possible, while maintaining the
spanning tree structure.

The algorithm, which we callHMTC (High-bandwidth
Multicast Tree with LCC), is summarized in Table 4.

We re-use the example overlay network in Figure 1 from
Sec. 3 to illustrate the algorithm. The overlay graph along
with the LCC (C, b) are in Figure 3(a). For simplicity of
presentation, we letUV denote the capacity variable of
edge(U, V ).

In the graph in Figure 3(a), the numbers labeling the
edges are the independent edge capacities. For the graph
with independent edge capacities, a highest-bandwidth mul-
ticast tree is found:T0 in Figure 3(b). TheLCC of T0 is
listed on the right ofT0 in the figure. The LCC ofT0,
CT0

, is LCC (of the graph)(C, b) intersected withT0 so
that they only contain capacity variables of edges fromT0.



In this instance, there is only one constraint in LCC ofT0:
AC + AD + BC ≤ 3. EachT0 edge is thus allocated an
equal bandwidth of1. The bandwidth ofT0 is the minimum
of allocated bandwidths of its edges, in this case,1.

The worst edge, one with the lowest bandwidth allocated
by the LCC ofT0, is selected to be replaced. Since all three
edges have lowest bandwidth, any one can be selected, say
edgeAC. We want to find another edgeXY such that by
removingAC and addingXY to formT1, T1 is a multicast
tree and the bandwidth ofT1 (allocated by the LCC ofT1)
is higher than the bandwidth ofT0. In other words,XY
connects the subtree underAC, i.e., subtree rooted at node
C, with the rest of the tree. The resulting new tree also has
improved bandwidth.

EdgeCD satisfies the above conditions; the removal of
AC and the new treeT1 formed by addingCD can be seen
in Figure 3(c) and (d), respectively. The LCC ofT1 and the
bandwidths allocated to the edges are given as well. The
bandwidth ofT1 is 1.5, an improvement onT0.

Now the above edge replacement procedure is repeated
for T1. The new treeT2 is shown in Figure 3(f); its band-
width is 2. At this point, none of the three edges can be re-
placed by another edge to improve the tree bandwidth and
the algorithm terminates.

HMTC( bG, C, b)
1 obtain G with independent edge

capacities from bG and LCC (C, b)
2 T0 ← highest-bandwidth tree in G

3 (CT0
, b)← LCC of T0

4 R← edges in T0 in ascending order
of bandwidths allocated by (CT0

, b)
5 Thi ← T0

6 iter← 1
7 while iter ≤ max num iterations and R 6= ∅

8 r ← 1st edge in R

9 R← R− {r}
10 Tsub ← subtree under r

11 T ← Thi − {r}
12 for each edge e ∈ T − Tsub

13 T ′ ← T ∪ {e}
14 CT ′ ← LCC of T ′

15 if bandwidth(T ′) > bandwidth(Thi)
16 Thi ← T ′

17 R← edges in Thi in ascending
18 order of allocated bandwidths
19 break out of for-loop
20 iter← iter+ 1
21 return Thi

Figure 4. Summary of heuristics algorithmHMTC.

4.3 Effectiveness of HMTC algorithm in
minimizing stress

We note that to maximize multicast bandwidth, one
should minimize the maximum link stress in the underly-
ing network. TheHMTC algorithm attempts to accomplish

exactly this. To analyze this, wevisuallyexamine low-level
link stress. For ease of visual representation, we find it con-
venient to definestress ratio: for low-level link e, it is the
ratio of stress ofe over the minimum stress of all low-level
links with at least one overlay link mapped to them, rounded
to an integer. For instance, a stress ratio of3 means the links
has three times the stress of a link with stress ratio1. We
will refer to stress ratio as stress, since the former is a cer-
tain normalized form of the latter. Astress graphis a graph
of low-level links that have overlay links mapped to them,
and for each link between a pair of nodes(u, v), the number
of edges connectingu andv in the stress graph is the stress
of link (u, v).

Just to illustrate howHMTC incrementally minimizes
the maximum link stress after each iteration of the algo-
rithm, we revisit our example in Fig. 3 from Sec. 4.2. In
Fig. 5, we show the stress graphs of the trees constructed at
each iteration ofHMTC. It can be seen that the worst link
stress progressively decreases as the algorithm progresses.
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5 Evaluation of Algorithm Performance and
Convergence

In this section, we evaluate the performance and con-
vergence of our heuristics algorithmHMTC. We consider
complete LCC — the complete set of LCC that expresses all
link correlations, and node-based LCC — every constraint
contains only links incident to the same node. We com-
pare three cases: optimal independent tree (Independent),
HMTC with complete-LCC (Complete-LCC) and HMTC
with node-LCC (Node-LCC). To generate realistic network
topologies, we use a power-law Internet topology generator,
BRITE [9].
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Figure 3. An example of the heuristics algorithm being executed.
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5.1 Performance metrics

The performance metrics we use are efficiency, accuracy
and stress, as defined previously in Sec. 3.1. For stress, we
continue to use stress ratio (and stress graph) for evalua-
tion purposes. We will use the terms ’stress’ and ’stress
ratio’ interchangeably. Recall that theefficiencyof a tree
T measures how close the bandwidth ofT is to the opti-
mal, specifically, it is the ratio of achievable bandwidth of
T over optimal multicast tree bandwidth. However, as we
showed above, finding the optimal in LCC-overlays is NP-
complete. Therefore, we use anupper boundof the optimal:
the optimalindependenttree bandwidth.

5.2 Efficiency and Accuracy

First, we study the effect of different ratios of overlay
size to low-level size, by fixing low-level network size to
300 and varying the percentage of overlay nodes from10%
to 80%. Efficiency for the three types of trees is plot-
ted against the ratio of overlay to low-level size, in Fig-
ure 6. The efficiency of Complete-LCC is nearly always
1 or optimal. Node-LCC follows Complete-LCC remark-
ably closely in efficiency for all overlay-to-network ratios
of less than60%, i.e., all realistic overlay percentages. Effi-
ciency of Independent trees is by far the lowest. The shape
of the curve can be explained. When overlay nodes are few
compared to the low-level network size, the paths between
them are likely long and contain more links, resulting in

higher probabilities of the paths intersecting and sharing
links. The likelier overlay link correlations are, the higher
the probability that some shared low-level link is forced to
allocate equally low bandwidth to overlay links. Things are
not necessarily rosier with high densities of overlay nodes.
Higher percentage of overlay nodes leads to more over-
lay links mapped to the same low-level network, naturally,
collisions increase. Intuitively, there might exist a middle
ground where paths are not so long and overlay links are
not so dense, such that overloading of bottleneck links is
minimized, thereby achieving the optimal. This optimum
point seems to be at40% here.
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The plot of accuracy versus overlay percentage can be
seen in Figure 7. It is obvious that Complete-LCC is always
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Figure 9. Accuracy versus network size,10% overlay
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perfectly accurate (i.e., accuracy of1), due to its complete
link correlation information. An encouraging observation
here is that Node-LCC accuracy is greater than80% for all
realistic overlays (< 60%). Note that for Independent trees,
accuracy is exactly the same as efficiency, the modified ver-
sion. The accuracy curves are in general extremely similar
to the efficiency, which is evidence that supports our propo-
sition that to ensure high multicast bandwidth, it isneces-
saryfor an overlay toaccuratelyrepresent the true network
topology.

The next parameter we vary is the total network size,
from 100 to 6000 nodes, while keeping the percentage of
overlay nodes at a constant10%, a value which we believe
is realistic. Efficiency is shown in Figure 8 and accuracy
in Figure 9. In this experiment, the efficiency and accuracy
graphs are almost indistinguishable. Again, Node-LCC per-
forms almost as well as the best Complete-LCC, with Inde-
pendent being much worse, for almost all network sizes.

5.3 Stress
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Figure 11. Distributions of link stress for Independent,
Complete-LCC and Node-LCC, network size = 100,10%

overlay nodes.

To further investigate the underlying cause of poor and
good performance, we visually examine low-level link

stress. With a fixed network size and overlay percent-
age, stress graphs for each of the three trees (Independent,
Complete- and Node-LCC) are shown. The stress graph
contains only low-level edges with at least one overlay tree
link mapped to it. For every low-level edge(u, v) with
stresss, s multiple edges are drawn betweenu andv.

Consider the scenario of network size100 and overlay
ratio 10%; it corresponds to the100 point on the x-axis of
the efficiency graph in Figure 8. The stress graphs are given
in Fig. 10. The Independent stress graph, in Figure 10(a),
clearly shows three heavily stressed links. This is confirmed
by the distribution of stress shown in the top histogram in
Figure 11: three links have higher stress. The stress graphs
of Complete-LCC and Node-LCC, in Figure 10(b) and (c),
look the same. Their distributions of stress, bottom two his-
tograms in Figure. 11, show that the maximum stress is half
of that for Independent.

Herein lies the reason for optimal efficiency of
Complete-LCC and Node-LCC and for poor efficiency of
Independent, as seen in Figure 8 at the x-value of100. The
maximum link stress placed by the Independent tree is twice
as high as the maximum link stress caused by the two LCC
trees. Independent efficiency being roughly half of that of
the two LCC is a convincing indication that our definition
of stress is reasonable and useful.

We examine another scenario where network size is700
with 10% overlay nodes. The stress graphs in Figure 12
show Node-LCC and Complete-LCC to be similar, while
stress for Independent is clearly higher in several links. Fig-
ure 13 informs that Complete-LCC is only slightly better
than Node-LCC, and Independent has some links with much
worse stress. This is reflected in their respective efficien-
cies, in the corresponding7th point on the efficiency curves
in Figure 8.

We observe that the virtue ofHMTC with LCC is its
success in choosing overlay links that spread load evenly
among the low-level links, minimizing stress placed on any
single link. The success is prominent even with the much
restricted Node-LCC.
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Complete-LCC and Node-LCC, network size = 700,10%

overlay nodes.
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Figure 10. Stress graphs, network size = 100.
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(a) Stress graph for Independent, network size
= 700.
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(b) Stress graph for Complete-LCC, network
size = 700.
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(c) Stress graph for Node-LCC, network size =
700.

Figure 12. Stress graphs, network size = 700.

5.4 Convergence and Scalability
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Figure 14. Convergence of heuristics algorithm for vari-
ous overlay ratios, low-level size = 300.

We analyze the convergence of our algorithmHMTC in
Figure 14. For a fixed network of300 nodes and increasing
overlay ratios, the (normalized) tree bandwidth attained is
plotted against the number of rounds that has been executed

in the algorithm. The final bandwidth is always reached in a
small number of rounds, for all overlay ratios. Although the
number of rounds required to converge increases slightly
for higher overlay ratios, it remains small. We do not show
them for clarity, but for all ratios up to80%, the algorithm
converges in less than50 rounds. Scalability of the algo-
rithm is supported by the fact that similar convergence oc-
curs for network sizes up to the high thousands.

6 Distributed Multicast in LCC-Overlay

Above simulation results showed thatHMTC can find
near-optimal trees with the inherently distributed Node-
LCC. Two obstacles remain: (1) How do we practically
construct an LCC-overlay in a decentralized fashion? (2)
The algorithmHMTCmust be modified to become fully dis-
tributed.

We have previously proposed, in [15], a decentralized
scheme for constructing an LCC-overlay. It is based on an
existing efficient technique for detecting shared bottlenecks,
proposed by Katabi et al. in [5, 4]. The node-based LCC
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Figure 15. Convergence of heuristics algorithm for vari-
ous network sizes with10% overlay nodes.

are obtained in iterations of increasing refinement, which
showed fast convergence in simulations. Due to space con-
straints, we do not go into the details.

Once the LCC-overlay is constructed and maintained,
one needs only to develop a distributed version ofHMTC
using node-based LCC. The distributed algorithm differs
from the centralized version in two aspects. In the central-
ized algorithm, global link replacement is done — the worst
link is replaced by another that improves the tree bandwidth.
In the distributed algorithm, every node does local replace-
ment of its worst incident link in the tree, by one of its inci-
dent links in the overlay; the replacement is done whenever
the new link has a higher bandwidth allocated by the LCC
(not only when bandwidth of the entire tree is increased).

The other difference is the new mechanism for cycle
avoidance in the distributed algorithm. When nodes make
local link replacements, cycles may be introduced and it
would no longer be a tree. In order to preserve the tree
structure, whenever a nodeu is beginning the process of
replacing a local link, a ”replacing” notification is passed
down to all nodes in the subtree rooted atu; when u is
finished, a ”finished” notification is passed down. When a
nodev receives a ”replacing” notification from its parent,v
forwards it to its children, anddoes not accept any requests
to add new links incident to itby other nodes who may be
doing their own local adjustments — untilv receives the
”finished” notification.

Simulation results in Figure 16 show that the distributed
algorithm based on node-based LCC converges to the opti-
mal or near-optimal, in less than100 rounds for relatively
large networks.

7 Conclusions

In this paper, we have studied the problem of high-
bandwidth overlay multicast in overlay networks with linear
capacity constraints. We showed that it is NP-complete and
proposed a heuristics algorithmHMTC. Extensive simula-
tion results demonstrated thatHMTCachieves near-optimal
performance even with Node-LCC, for which we propose a
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Figure 16. Top: Convergence for network size1000.
Bottom: Convergence for size4000. (10% overlay)

distributed scheme of constructing.
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