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#### Abstract

Software middlebox-based services can be flexibly managed by software defined networking (SDN) and network function virtualization (NFV). Meanwhile, traffic routing can be simplified and the number of routing rules in the SDN-enabled switches can be reduced through the consolidated middlebox model. However, different network functions in middleboxes may alter the volume of processed traffic, so high congestion may occur in specific bottleneck links if middlebox selection and traffic routing are not well jointly planned. Besides, in a statically switch-controller configured SDN, traffic dynamics will not only affect the link load in the data plane, but also pose a challenge to controller load balancing. Therefore, it's necessary to achieve better quality-of-service ( $\mathbf{Q o S}$ ) performance in both control and data planes. In this article, we first formulate this problem as a joint traffic-aware consolidated middleboxes selection and routing (JTMSR) problem and prove its NP-hardness. Then, we design a two-phase algorithm to achieve the controller and link load balancing where the first phase is to redirect selected flows by applying wildcard rules and the second phase is to find fine-grained routing path by a rounding-based algorithm with bounded approximation factor. Finally, compared with the existing algorithms through extensive simulations, it demonstrates that our method has near-optimal controller load balancing and link load balancing performance and can improve response time by $9.7 \%$ compared with static scheme.


Index Terms-Software defined networking, consolidated middlebox, load balancing, rounding, scalability.

## I. Introduction

CURRENTLY, software defined networking (SDN) has been well accepted for network resource management owe to the separation of control and data planes, and distributed controller architectures have been widely adopted to improve the scalability of SDN [1]. To improve network performance and realize a series of network policies such as intrusion detection system, traffic engineering (TE), and
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quality-of-service (QoS) control, network service providers may apply middlebox based services such as firewall and deep packet inspection. However, traditional middlebox is a standalone physical device that typically performs one network function and difficult to add new functionality, so it is a significant challenge to manage middleboxes [2]. Along with network function virtualization (NFV), middleboxes are integrated and implemented into SDN-capable network [3]-[5], which provides the efficient and flexible management for software middleboxes by moving management functions out of the hardware and placing them in a centralized controller. Therefore, middlebox functions can be quickly and effectively established and added on demand in the network.

Currently, NFV framework can be divided into three forms including thread-based one, VM-based one and others such as element-based framework and host-based framework. CoMb [3] is a pioneer NFV framework that can host VNFs contained in threads while Slick [6] implemented VNFs as a chain of functions placed across the network. But VMbased NFV frameworks are studied most because they contain VNFs in VMs for isolation, which is an important property for both performance and cloud security [7]. Middleboxes can also be implemented using VMs that can be flexibly installed at the physical machines (PMs) and virtualization enables implementation of the consolidated middleboxes [3], where a flow receives all of its required service functions at a single machine. The consolidated middlebox model can simplify traffic routing and reduce the number of routing rules in the switches. Thus, numerous works such as optimization strategies for middlebox scheduling [4], [8]-[12] and placement [13]-[21] have been extensively done by research communities.

However, there still remain some challenges when scheduling middleboxes. Generally, the same type of middleboxes are usually deployed with multiple copies at various locations in a large-scale network, so the hardware resources such as CPU and memory cannot be amortized across multiple flows [22], [23]. Some existing works [9]-[12] designed and proposed middleboxes selection and routing strategies with different optimization objectives to avoid high congestion in specific bottleneck links, but when selecting middleboxes, one important point is neglected for these works that most middleboxes are traffic processing devices which may significantly change the volume of processed flows [13]-[15]. For example, Citrix CloudBridge WAN optimizer may compress traffic to $20 \%$ of its original volume before sending to the next hop and stateless transport tunneling (STT) proxy adds 76 bytes to each


Fig. 1. Illustration of different methods for routing $f_{3}$ to avoid a hot spot among controllers and link congestion in SDN middlebox-based network. The network is mainly composed of two parts: a set of controllers $\left\{C_{0}, C_{1}, C_{2}\right\}$ and six OpenFlow enabled switches $\left\{V_{1}, V_{2}, V_{3}, V_{4}, V_{5}, V_{6}\right\}$. PM is located at each switch via high-speed optical link. The processing capacity of controller is 1500 request time unit and there are three flows to be routed. The dotted grey line indicates the connection between the switch and its master controller. The blue, red and green lines respectively indicate the request paths of flow $f_{1}, f_{2}, f_{3}$. (a) $f_{3}$ handled by $C_{1}$ (b) $f_{3}$ handled by $C_{2}, V_{4}$ reports to $C_{2}$ (c) $f_{3}$ handled by $C_{2}, V_{5}$ reports to $C_{2}$.
processed packet. Another point is that these strategies mainly focused on optimizing QoS in a single controller which has limited processing capacity and easily becomes bottleneck of SDN, further blocking flows and degrading user experience.

To address above limitations, multiple controllers are used to cooperatively manage amount of switches/flows in the network to avoid single-controller failure and improve scalability. But one key challenge in multiple SDN controllers is how to avoid load imbalance caused by the uneven distribution of network traffic. Static mapping between switches and controllers results in long and highly varying controller response time [24], so dynamic assignment or switch migration [24]-[27] has been proposed to balance controller overhead, but the cost of switch migration is actually high (e.g., long latency and complex migration protocol) and frequent manipulation is not allowed [28]. To avoid switch migration cost, another way to overcome controller load imbalance is deploying wildcard rules on switches in advance to implement flow redirecting, which refers to redirect matched flows to other switches that will report the header of packets of this flow to the associated controllers [29]. In Fig. 1(a), $f_{1}$ and $f_{3}$ are handled by $C_{1}$ while $f_{2}$ can be handled by $C_{2}$ by pre-installing wildcard rules on $V_{2}$ and $V_{4}$, but this may cause a hot spot on $C_{1}$. Furthermore, $f_{3}$ can be handled by $C_{2}$ depicted in Fig. 1(b) through pre-installing wildcard rules on $V_{4}$, but congestion may occur on the bottleneck link $\left(V_{2}, V_{4}\right)$ when some middlebox functions in VMs alter the flow sizes. Therefore, it's necessary to take both controller load balancing and link load balancing into account. The work [28] explored load balance in both control and data planes but they ignored the network policy.

Different from above works, we study both controller load balancing and link load balancing while taking the traffic rate effect of middleboxes into account. The key contributions are summarized as follows.

1) First, we formulate the load balance problem as a joint traffic-aware consolidated middleboxes selection and routing (JTMSR) problem and prove its NP-hardness. The traffic rate changing of middleboxes is considered when formulating JTMSR problem.
2) Then, we design a two-phase RL_RFRD (Flow Redirecting by Root Controller (R_FR) and Roundingbased Flow Directing by Local Decision Controller (L_RD)) algorithm to solve JTMSR where the first phase properly adopts wildcard rules to redirect selected flows and proposes R_FR algorithm while the second phase formulates a sub-problem of JTMSR called s-JTMSR and proposes a fast heuristic rounding-based algorithm L_RD to find fine-balanced middleboxes selection and routing path for each flow. The approximation performance of both $R \_F R$ and $L \_R D$ is respectively analyzed.
3) Finally, we evaluate the performance of the proposed algorithm in ITALYNET and Fat-tree topologies. Simulation results show that RL_RFRD has nearoptimal load-balancing performance, and it can reduce average response time by about $9.7 \%$ compared with other existing algorithms.
The rest of this article is organized as follows. Section II surveys some related works. Then, system model and detailed problem formulation are described in Section III. In Section IV, we propose a two-phase algorithm to solve problem and analyze the approximate performance. Next, we evaluate the performance of the proposed algorithm in Section V. Finally, Section VI concludes this article and discusses the future work.

## II. Related Work

In this section, we will discuss the existing related works on TE in middlebox-supported physical networks and switch migration in multiple controllers.

## A. TE in Middlebox-Supported Physical Networks

SIMPLE [4] presented a SDN-based policy enforcement layer for middlebox specific traffic steering, but the number and position of middleboxes are fixed after network initialization, leading to inefficient resource utilization in traffic changing. So some works on SDN-based middlebox placement are emerged. Ma et al., [13]-[15] formulated this problem

TABLE I
Objective-Based Classification of Middlebox Placement and Routing Approaches

| Objective | Load Balancing | Resource Usage | QoS-aware |  |  | Cost-aware |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Aggregate Traffic | Latency | Throughput | Energy Cost | Operating Cost |
| Reference | $[4],[8],[13]-[15]$ | $[17],[20]$ | $[9],[30]$ | $[12],[16]$ | $[10],[11],[31]$ | $[19]$ | $[18],[21],[32]-[34]$ |

and designed a placement solution, Liu et al., [16] also studied this problem to improve service chaining performance and Bari et al., [32] tried to optimize network operational cost where middlebox functions refer to VNFs and operational cost includes deploy cost, energy cost and cost of forwarding traffic. In [20], Kuo et al. proposed a chain deployment algorithm to follow the guidance of the link and server usage and explored each VNF in service chain whether to use additional server resources while in [21], Luizelli et al. proposed a deployment algorithm for service chains by minimizing the actual cost of virtual switching and mentioned the switching cost of a given service chain and [34] evaluates switching cost when performing service chain.

In addition, some works on joint VNF placement and routing are also studied with different objectives such as minimize the VNF deployment cost [33], maximize the amount of processed requests [30] and aggregate throughput [31]. Moreover, in [9] and [10], the authors addressed resource constraints in the network and proposed SDN-based routing with middleboxes. Furthermore, Alqarni et al., [8] considered load balance of middleboxes with the objective of minimizing the communication energy cost of VM pairs, Huang et al., [11] studied a joint optimization of middlebox selection and routing problem to maximize the throughput in SDN network and Duan et al., [12] proposed a software-based middlebox scheme to minimize transmission latency. In addition, the authors in [17]-[19] aimed not only to determine the optimal location for placing VNFs, but also minimize the resource utilization with different objectives. Table I summarizes above works with different objectives.

There are also some pioneering works on virtual network embedding (VNE), but the problem of VNE is a little different from our work, where the problem refers to allocate efficient substrate resource to incoming network functions while the consolidated middleboxes in this article are placed at the fixed locations and the aim is to select middleboxes and find the routing path in multiple SDNs.

## B. Switch Migration in Multiple Controllers

Switch migration or dynamic assignment can avoid the controller load imbalance in multiple SDN controllers by permitting one switch to change its connected controller from the original one to the target one. In [25], Cheng et al. designed the maximum resource utilization migration algorithm and randomly selected a switch to migrate by overloaded controller, but this overloaded controller may be overloaded again after migration. Wang et al., [26] pursued the efficiency of switch migration, but the controller response time will increase caused by selecting a reasonable migration pairing. In addition, Wang et al., [24], [35] proposed a dynamic SDN controller assignment scheme in data center networks
with the aim to balance the controller load while keeping the controller response time low. But these works ignored the overhead caused by switch migration. Xu et al., [27] designed a dynamic switch migration method to achieve controller load balance with small migration cost. However, the cost of switch migration is actually high and frequent manipulation is not allowed [28].

Besides, some other researchers proposed to deploy default paths in advance to minimize controller response time [29] and designed an efficient optimization strategy associated with NFV to overcome resilience among multiple controllers [36], and He et al., [37] designed dynamic controller plane by considering controller migration and switch reassignment and solved this problem in an online way with the advantage of simulated annealing technique. Motivated by [29], wildcard rules are chose and applied in this article to achieve both controller load balancing and link load balancing. The authors in [28] have also explored a new scheme to achieve both controller and link load balancing in SDN, but routing policy requirement is ignored when scheduling flows in this work.

## III. System Model and Problem Formulation

In this section, we will describe the system model, define joint traffic-aware consolidated middleboxes selection and routing (JTMSR) problem and prove its NP-Hardness. Commonly used variables and notations in this article are summarized in Table II.

## A. System Model

Our system model is built on the hierarchical control plane structure [38], which requires a global view of the network to achieve an optimal allocation of controller resource as shown in Fig. 1. The control plane includes a root controller (RC) and a set of local controllers, and each switch in data plane is connected to one master local controller (LC). RC will periodically determine the set of flows to be redirected and assign the wildcards to corresponding SDN-enabled switches based on the statistics information, e.g., link load and the number of flow entries, collected by each LC while each LC will dispatch user requests by allocating optimal routing path, installing forwarding rules into the forwarding tables in the switches, and assigning the middleboxes for the requests to PMs. Note that the proposed strategy in hierarchical control plane structure can also be employed in flat control plane [39] by applying a leader election algorithm to choose the central controller, which will be discussed in Section IV-C.

1) Network Model and Resources: In control plane, it consists of a RC $C_{0}$ and set of local controllers C associated with $C_{0}$. Each LC $c \in \mathrm{C}$ has the processing capacity denoted as $\alpha_{c}$ in terms of the number of requests it can handle at one

TABLE II
List of Commonly Used Variables and Notations

| Variables | Descriptions |
| :---: | :--- |
| $\mathrm{C}, \mathrm{V}, \mathrm{E}$ | Set of controllers, switches and links |
| $C_{0}$ | The root controller |
| $\alpha_{c}$ | Processing capacity of controller $c \in \mathrm{C}$ |
| $V_{c}, V_{p}$ | Set of switches associated with controller $c$ and that <br> directly connect to the PMs |
| $P_{u}$ | Capacity of PM located at switch $u$ |
| $B_{(u, v)}$ | Capacity of link $(u, v)$ |
| $T_{u}$ | The number of rules for flow directing on switch $u$ |
| $\mathcal{F}^{\prime}$ | Set of macroflows in the network |
| $s_{f}, t_{f}$ | Source switch and destination switch for flow $f$ |
| $d_{f}$ | Initial traffic demand at source switch for flow $f$ |
| $d_{f}^{u-}, d_{f}^{u+}$ | Traffic rate of flow $f$ before entering and leaving <br> switch $u$ |
| $\mathcal{P}_{f}$ | Set of redirecting paths for flow $f$ from $s_{f}$ to $t_{f}$ |
| $n_{f}$ | The number of flow requests for flow $f$ |
| $m_{f}$ | Service chain for flow $f$ |
| $V_{m}$ | Set of switches that can perform $m f$ |
| $\varepsilon_{f}$ | The ratio between the volumes of flow $f$ after and <br> before processing by VM |
| $P_{f}^{u}$ | Computing resource consumption by performing $m$ <br> on switch $u \in V_{m}$ for flow $f$ |
| $\tau_{f}$ | The number of routing rules for flow $f$ |
| $\lambda_{u}(t)$ | Request rate of switch $u$ in time slot $t$ |
| $\theta_{c}(t)$ | Load of controller $c$ in time slot $t$ |
| $x_{f}^{u l}$ | A binary variable whether switch $u \in V_{m}$ along path <br> $l$ is selected to perform $m f$ |
| $y^{l}$ | A binary variable whether path $l$ is selected for flow <br> routing |
| $y_{(u, v)}^{l}$ | A binary variable whether link $(u, v)$ is selected by <br> path $l$ |

time unit. From the view of data plane, the network topology can be modeled by $G=(\mathrm{V}, \mathrm{E})$, where V and E are the node set and edge set, respectively. Each node $u \in \mathrm{~V}$ denotes a SDN-enabled switch while each edge $(u, v) \in \mathrm{E}$ represents a link from switch $u$ to switch $v$. For each LC $c \in \mathrm{C}$, the set of its connected switches is denoted by $V^{c}$.

Let $V_{p}$ denote the set of switches that directly connect to the PMs and are able to implement middleboxes as VMs. Since each switch usually connects to PM through a high-speed optical link, the latency between them is negligible. We assume that the attached PM for a switch will be used interchangeably. Each switch $u \in \mathrm{~V}$ is equipped with a TCAM forwarding table that can accommodate at most $T_{u}$ rules for flow routing and let $\tau_{f}$ be the number of rules in the routing solution for flow $f$. Additionally, each PM attached to a switch $u \in V_{p}$ has limited capacity resource $P_{u}$. If switch $u \in V \backslash V_{p}$, then $P_{u}=0$. Similarly, each link $(u, v) \in \mathrm{E}$ has a bandwidth capacity $B_{(u, v)} \geq 0$, i.e., the available bandwidth.
2) Network Workflow: Following [14], [29], we concentrate on the persistent and large-size elephant flows in this article. This is because large size flows play a major role in the network traffic and it is beneficial to help balance the entire network by optimizing them efficiently while mice flows are transient and may leave network before the calculated optimization scheme. In the network, a set of macroflows is denoted by $\mathcal{F}$ and each macroflow $f \in \mathcal{F}$ is represented as a 4-tuple $\left(s_{f}, t_{f}, d_{f}, n_{f}\right)$, where $s_{f}$ and $t_{f}$ are source and destination switches, respectively, $d_{f}$ is the initial traffic rate at
the ingress point and $n_{f}$ is the number of flow requests to be handled. Each flow $f$ will be assigned a set of potentially redirecting paths $\mathcal{P}_{f}$ which are pre-calculated by root controller. A set of feasible paths $\mathcal{P}_{f}$ from $s_{f}$ to $t_{f}$ is defined as follows: if $\left|s_{f} v^{\prime}\right|+\left|v^{\prime} t_{f}\right| \leq(1+\varpi)\left|s_{f} t_{f}\right|$, then the path $p^{\prime}$ from $s_{f}$ to $t_{f}$ via switch $v^{\prime}$ belongs to $\mathcal{P}_{f}$, i.e., $p^{\prime} \in \mathcal{P}_{f}$, where $\varpi$ is predefined constant, such as 0.5 , and $\left|s_{f} t_{f}\right|$ is the minimum hop number between two switches $s_{f}$ and $t_{f}$. Generally, these feasible paths which can be found by the shortest path algorithm are non-loop paths.
3) Network Functions: Virtualization enables implementation of the consolidated middleboxes and it assumes that all required network functions of each flow are obtained at a single PM and represented by a service chain $m_{f}$ which denotes a sequence of network functions that are chained together and has to be traversed in the specified order. Following [3], [4], [9], [10], [40], we assume that each middlebox function in $m_{f}$ is running at a single VM and different VMs serving different requests can be consolidated to a single PM. Specifically, when the flow $f$ arrives at the PM hosting the VM for its service chain $m_{f}$, it will be directed to the VM and the functions in $m_{f}$ are applied in the specified order. Thus, performing the functions in $m_{f}$ will consume the computing network resource $P_{f}^{u}$ for $f$ of a PM attached to the switch $u \in V_{p}$. Let $V_{m} \subseteq V_{p}$ be the set of switches that can perform $m_{f}$.

Additionally, it is noted that some middlebox function may alter the traffic rate of flow on the link load [10], [13], [14]. In other words, traffic rate of flow increases if encryption is applied, while it decreases if compression is applied. We thereby define $\varepsilon_{f}>0$ as the ratio between the traffic rate of $f$ before and after processing by VM, where the value of $\varepsilon_{f}$ is given and can be derived from historical traffic [41]. We use $d_{f}^{u-}$ and $d_{f}^{u+}$ to denote the traffic rate of flow $f$ before entering and leaving switch $u$, respectively. Note that $d_{f}^{s_{f}-}=d_{f}$. If service chain $m_{f}$ is processed by VM at switch $u$ for short, then $d_{f}^{u+}=d_{f}^{u-} \cdot \varepsilon_{f}$. For convenience, we use $d_{f}^{(u, v)}=d_{f}^{u+}=d_{f}^{v-}$ to represent the traffic rate of $f$ on its path link $(u, v)$. Therefore, admission of flow $f$ involves routing the traffic from $s_{f}$ to $t_{f}$ via a path $l \in \mathcal{P}_{f}$ subject to the constraints $d_{f}$ and $m_{f}$.
4) Controller Load Model: Following [24], [29], we consider a discrete time model where the length of time slot matches the timescale when switch requests can be precisely recorded. Each flow request is required to be sent to at least one controller, so the number of flows, that will be reported to the associated controller $c \in \mathrm{C}$ by switch $u$ in slot $t$, is denoted by $\lambda_{u}(t)$. Then, the load of controller $c$ is

$$
\begin{equation*}
\theta_{c}(t)=\sum_{u \in V^{c}} \lambda_{u}(t) \tag{1}
\end{equation*}
$$

Without confusion, we omit the parameter $t$ in the variables $\lambda$ and $\theta_{c}$ in the following description.

## B. Problem Formulation

In order to formally define JTMSR problem, we will first introduce some variables, and then give the objectives and constraints.

Generally, middlebox functions mapped on the switches that directly connected to PMs are given in advance, and the same type of middleboxes are deployed with multiple copies at various locations. This scenario is practical in reality [11]. We define a binary variable $x_{f}^{u l}$ as follows to indicate whether the switch $u$ along path $l$ that is able to perform $m_{f}$ for flow $f$ is selected,

$$
x_{f}^{u l}= \begin{cases}1, & \text { if } m_{f} \text { is running on switch } u \in V_{m}  \tag{2}\\ & \text { along path } l . \\ 0, & \text { otherwise } .\end{cases}
$$

Generally, the optimal routing path $l$ for each flow is assigned by controller. However, to reduce the controller response time, the wildcards are wildly used for large size flows, and potentially flow redirecting path set $\mathcal{P}_{f}$ can be pre-calculated [29]. Thus, the path $l$ for each flow generally consists of two parts: flow redirecting path and flow directing path. For uniform description, a special path $\phi_{f}$ is added to set $\mathcal{P}^{f}$, in order to denote whether this macroflow is redirected. If $\phi_{f}$ is selected, it means that this flow will not be redirected. In this case, the $\phi_{f}$ is the flow directing path for flow $f$. Therefore, we define a binary variable $y^{l}$ for routing path selection as follows:

$$
y^{l}= \begin{cases}1, & \text { if path } l \text { is selected for flow routing. }  \tag{3}\\ 0, & \text { otherwise }\end{cases}
$$

For each flow $f$, it will be routed through one potential path by controller at most, which is denoted as

$$
\begin{equation*}
\sum_{l \in \mathcal{P}_{f}} y^{l}=1 \quad \forall f \in \mathcal{F} \tag{4}
\end{equation*}
$$

Then, the number of processing flows that will be reported to each LC by switch $u \in \mathrm{~V}$ is represented by

$$
\begin{equation*}
\lambda_{u}=\sum_{u=\operatorname{last}(l): l \in \mathcal{P}_{f}} y^{l} \cdot n_{f} \quad \forall u \in \mathrm{~V} \quad \forall f \in \mathcal{F} \tag{5}
\end{equation*}
$$

where last $(l)$ denotes the last switch of path $l$, and the number of processing flows on each LC cannot exceed the capacity, which is expressed as

$$
\begin{equation*}
\theta_{c}=\sum_{u \in V_{c}} \lambda_{u} \leq \alpha_{c} \quad \forall c \in \mathrm{C} \tag{6}
\end{equation*}
$$

Thus, the maximum load difference ratio $\eta_{1}$ among controllers is calculated by

$$
\begin{equation*}
\eta_{1}=\frac{|\mathrm{C}|}{\sum_{c \in \mathrm{C}} \theta_{c}}\left(\max \theta_{c}-\min \theta_{c}\right) \quad \forall c \in \mathrm{C} \tag{7}
\end{equation*}
$$

Note that the max and min values indicate the maximum and minimum load of controller. They are calculated and identified by root controller (RC) and not linearized to LP version. LP version is used to solve link load balancing in the data plane via L_RD algorithm and the controller load balancing is solved by R_FR algorithm.

With respect to service chain $m_{f}$, it will be processed by at least one switch along this path $l$, which is denoted as

$$
\begin{equation*}
\sum_{u \in V_{m}} x_{f}^{u l} \geq y^{l} \quad \forall l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F} \tag{8}
\end{equation*}
$$

Besides, if middlebox function is running on VM placed at switch $u$, the traffic rate on a link $(u, v)$ is denoted as

$$
\begin{equation*}
d_{f}^{(u, v)}=d_{f}^{u-} \cdot \varepsilon_{f} \cdot x_{f}^{u l} \quad \forall(u, v) \in \mathrm{E} \quad l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F} \tag{9}
\end{equation*}
$$

and available processing capacity of each middlebox should not be exceeded, which is denoted as

$$
\begin{equation*}
\sum_{f \in \mathcal{F}} \sum_{u \in l: l \in \mathcal{P}_{f}} x_{f}^{u l} \cdot P_{f}^{u} \leq P_{u} \quad \forall u \in V_{p} \tag{10}
\end{equation*}
$$

Additionally, if a path $l \in \mathcal{P}_{f}$ is selected, the number of installed rules on each switch $u \in \mathrm{~V}$ should not exceed $T_{u}$

$$
\begin{equation*}
\sum_{f \in \mathcal{F}} \sum_{u \in l: l \in \mathcal{P}_{f}} y^{l} \cdot \tau_{f} \leq T_{u} \quad \forall u \in \mathrm{~V} \tag{11}
\end{equation*}
$$

Thus, for a link $(u, v)$, its load ratio should be less than or equal to the optimization objective $\eta_{2}$.

$$
\begin{equation*}
\frac{\sum_{f \in \mathcal{F}} \sum_{(u, v) \in l: l \in \mathcal{P}_{f}} y^{l} d_{f}^{(u, v)}}{B_{(u, v)}} \leq \eta_{2} \leq 1 \quad \forall(u, v) \in \mathrm{E} \tag{12}
\end{equation*}
$$

The goal of JTMSR problem is to minimize maximum link load ratio while balancing the load among controllers. Hence, we apply a weight factor $\omega \in[0,1]$ in the objective function. Mathematically, we have the following formulation.

$$
\begin{array}{ll}
\min & \omega \eta_{1}+(1-\omega) \eta_{2} \\
\mathrm{s.t.:} & (4)-(12) \\
& x_{f}^{u l}, y^{l} \in\{0,1\} \tag{13}
\end{array}
$$

$\eta_{1}$ and $\eta_{2}$ respectively indicate the maximum load difference ratio among controllers and link load ratio. Note that different from the existing works on middlebox scheduling, on the one hand, the model considers that most middleboxes are traffic processing devices, which may significantly change the volume of processed flows. On the other hand, it considers the scenario of multiple distributed SDNs to address the limitation of a single controller which has limited processing capacity and easily becomes bottleneck of SDN.

## C. NP-Hardness

Before proving the NP-hardness of JTMSR, we first give the definition of Identical Parallel Machines Scheduling Problem (IPMSP), which has been proved to be NP-hard [42] and the reduction is based on the NP-complete Partition problem [43].

Definition 1 (IPMSP): Given $m$ parallel machines, $q$ independent jobs, each job with a processing time $u_{i}$ on each machine with $1 \leq i \leq q$, find a schedule where each job is assigned to one of the machines so as to minimize the makespan.

Theorem 1: The JTMSR problem is NP-hard.
Proof: In order to prove that JTMSR problem is a NP-hard problem, we consider a simple example of JTMSR problem. In the control plane, there are one root controller and two local controllers while in the view of data plane, network topology can be modeled by $G=(V, E)$. There are $q$ flows to be


Fig. 2. A special example of the JTMSR problem.
directed in the network shown in Fig. 2, and the capacities of links $\left(V_{0}, V_{i}\right)$ and $\left(V_{i}, V_{0}^{\prime}\right)$ with $1 \leq i \leq m$ are set as $B_{\left(V_{0}, V_{i}\right)}$ and $\infty$, respectively. After determining the LC for handling each flow from $S_{j}$ to $S_{j}^{\prime}$ with $1 \leq j \leq q$, we only need to choose another feasible path except pre-calculated path as default path where wildcard rules are assigned to available switches. To simplify the problem, we assume that network computing resources in $V_{p}$ are enough and middlebox function of service chain for each flow is performed correctly, then we will choose one remaining feasible path for each flow to forward its traffic amount, $u_{i} \cdot B_{\left(V_{0}, V_{i}\right)}$, so as to minimize maximum traffic link load ratio in a network.

By regarding each flow from $S_{j}$ to $S_{j}^{\prime}$ and each link ( $V_{0}, V_{i}$ ) as a job $j$ and a machine $i$, the processing time for each job $j$ is $\frac{u_{i} \cdot B_{\left(V_{0}, V_{i}\right)}}{B_{\left(V_{0}, V_{i}\right)}}=u_{i}$, so this is an instant of IPMSP problem. If the paths are determined for transmitting flows, then the link load ratio can be calculated in the polynomial time. Therefore, the JTMSR problem can be reduced to the IPMSP problem in the polynomial time. Since IPMSP problem is NP-hard problem, our JTMSR problem is also NP-hard. This completes proof.

## IV. Algorithm Design

Due to the NP-hardness of JTMSR problem, a heuristic algorithm with polynomial time is designed and sub-optimal solution is obtained. In this section, we propose a two-phase heuristic algorithm RL_RFRD which consists of two parts, flow redirecting ( $\mathrm{R} \_\mathrm{FR}$ ) by root controller and flow directing (L_RD) by local decision controller (LDC). Particularly, we will first introduce R_FR and L_RD in detail and analyze the approximate performance respectively, and then give some discussions on our proposed algorithm.

## A. Flow Redirecting by Root Controller

RC is responsible for assigning the wildcard rules to redirect macroflows in advance to achieve load balance of local controllers and reduce the controller response time, and then it determines a LC with least controller load as LDC to dispatch these flow requests to reduce the link congestion in the data plane. RC will send the state information of other local controllers and flow redirecting path to LDC. The traffic

Algorithm 1 Flow Redirecting by Root Controller (R_FR)
Require: Controllers $C_{0}$ and C in control plane, network topology $G=(V, E)$ in data plane, set of flows $\mathcal{F}$ and set of feasible paths $\mathcal{P}_{f}$ for each flow $f \in \mathcal{F}$.
Ensure: LDC $C_{f}^{\min }$ and the switch $v \in V^{C_{f}^{\text {min }}}$ that reports flow requests to $C_{f}^{\mathrm{min}}$.
Generate the set of local candidate controllers for flow $f$ denoted as $C_{f}^{c a d}$ according to feasible paths by $C_{f}^{c a d} \leftarrow$ $\left\{c \mid u \in V^{c}, \forall u \in l: l \in \mathcal{P}_{f}\right\}$
: Select the controller with minimum controller load as $C_{f}^{\text {min }}$ among $C_{f}^{c a d}$ where $C_{f}^{\text {min }} \leftarrow \min _{c \in C_{f}^{c a d}}\left\{\theta_{c}\right\}$
: Select the switch $v$ in $V^{C_{f}^{\min }}$ that will report the flow request of flow $f$ to LDC by $v \leftarrow$ $\arg \min _{(u, v) \in \mathcal{P}_{f}} L_{(u, v)}, \forall u \in \mathrm{~V} \backslash V^{C_{f}^{\min }}, v \in V^{C_{f}^{\text {min }}}$
Judge whether there is a switch on current redirected path satisfying middlebox capacity constraint
5: Update network information including controller capacity, link capacity and middlebox capacity
sizes in the current time slot can be predicted through some prediction schemes, which will be discussed in Section IV-C. Take Fig. 1(c) as an example, to balance the load of controllers, $f_{3}$ from $V_{3}$ to $V_{6}$ will first be redirected by switch $V_{5}$, and LC $C_{2}$ will be chose as the LDC to handle this flow. Algorithm 1 describes this process.

In Algorithm 1, RC $C_{0}$ first generates the set of local candidate controllers as $C_{f}^{c a d}$ according to feasible paths of flow $f$ and then tries to find out the LDC with minimum controller load as $C_{f}^{\text {min }}$ among $C_{f}^{c a d}$ shown in lines 1-2. Then LDC will handle the flow request of $f$ by assigning routing rules to the corresponding switches described in IV-B. In Fig. 1(c), LDC $C_{2}$ will assign feasible path $V_{5} \rightarrow V_{4} \rightarrow V_{6}$ to complete routing for $f_{3}$ to minimize the link load under the link bandwidth capacity, switch memory and middlebox capacity constraints. Then, in line 3 , RC will determine the switch $v \in V^{C_{f}^{\text {min }}}$ on link $(u, v)$ with the least link load to report flow requests to $C_{f}^{\text {min }}$, where $L_{(u, v)}$ is the link load of $(u, v)$. Since wildcards are installed in advance, the flow $f$ can be directly redirected to switch $v$. Next, judge whether there is a switch on current redirected path satisfying middlebox capacity constraint in line 4. If this is no corresponding switch, it is required to find one switch in the remaining path to meet this constraint, otherwise, this flow will be dropped. Finally, in line 5, update the network information both in control and data planes, including controller capacity, link capacity and middlebox capacity.

Thus, for a flow in flow set $\mathcal{F}$, the computing complexity of Algorithm 1 is $O\left(k^{2}\right)$ at the worst where $k$ is the number of local candidate controllers in the network and $k \leq|\mathrm{C}|$. Then, it can be proved that load difference among local candidate controllers can be minimized after choosing the controller whose load is minimum.

Theorem 2: For each flow $f$, suppose that there is $k$ local candidate controllers in $C_{f}^{c a d}$ and the current load of controllers in the network is $\theta_{C_{1}^{c a d}} \geq \theta_{C_{2}^{c a d}} \geq \cdots \geq \theta_{C_{j}^{c a d}} \cdots \geq$
$\theta_{C_{i}^{c a d}} \cdots \geq \theta_{C_{k}^{c a d}}$ with $1<j \leq i<k$, the current maximum load difference $\eta_{2}$ among controllers depends on $\theta_{C_{1}^{c a d}}-\theta_{C_{k}^{\text {cad }}}$ according to Eq. (7). After choosing $C_{k}^{c a d}$ to handle flow requests $n_{f}$, the load difference among controllers can be totally minimized.

Proof: Suppose the controllers whose load more than $\theta_{C_{j}^{c a d}}$ cannot handle the flow request of $f$, i.e., $\theta_{C_{j-1}^{c a d}}+n_{f} \geq \alpha_{C_{j-1}^{c a d}}^{\text {cad }}$, so in this case, we should choose controllers whose capacity is enough to handle this flow request. These controllers can be divided two categories, the controller whose current load is minimum and rest of controllers except overloaded controller, i.e., $C_{k}^{c a d}$ and $C_{i}^{c a d}$ with $j \leq i<k$. Let $\hat{\eta}_{2}=\theta_{C_{1}^{c a d}}-$ $\theta_{C_{k}^{c a d}}$. Then, we can compare the load difference with $\hat{\eta}_{2}$ after choosing $C_{i}^{c a d}$ and $C_{k}^{c a d}$, respectively.

Case 1: For $C_{i}^{c a d}$ with $j \leq i<k$ being chose, the minimum load difference among controllers $\Delta \eta_{C_{i}^{c a d}}$ is
$\Delta \eta_{C_{i}^{c a d}}=\left\{\begin{array}{l}\theta_{C_{i}^{c a d}}+n_{f}-\theta_{C_{k}^{c a d}}, \text { if } \theta_{C_{i}^{c a d}}+n_{f} \geq \theta_{C_{1}^{c a d}}, \\ \theta_{C_{1}^{c a d}}-\theta_{C_{k}^{c a d}}, \text { otherwise. }\end{array}\right.$
It is obvious that $\triangle \eta_{C_{i}^{c a d}} \geq \hat{\eta}_{2}$ when choosing $C_{i}^{c a d}$ with $j \leq i<k$.

Case 2: For $C_{k}^{c a d}$ being chose, let $i=k-1$, then the minimum load difference among controllers $\Delta \eta_{C_{k} \text { cad }}$ is
$\Delta \eta_{C_{k}^{c a d}}=\left\{\begin{array}{l}\theta_{C_{k}^{c a d}}+n_{f}-\theta_{C_{i}^{c a d}}, \quad \text { if } \theta_{C_{k}^{c a d}}+n_{f} \geq \theta_{C_{1}^{c a d}} \\ \theta_{C_{1}^{c a d}}-\left(n_{f}+\theta_{C_{k}^{c a d}}\right), \quad \text { if } \theta_{C_{k}^{c a d}}+n_{f} \leq \theta_{C_{i}^{c a d}}, \\ \theta_{C_{1}^{c a d}}-\theta_{C_{i}^{c a d}}, \text { otherwise. }\end{array}\right.$
Obviously, $\triangle \eta_{C_{k}^{c a d}} \leq \hat{\eta}_{2}$ when choosing $C_{k}^{c a d}$ with $i=k-1$.
Therefore, it is best to choose the local candidate controller whose current load is the minimum.

## B. Flow Directing by Local Decision Controller

Shortest path scheme widely adopted to find the routing path for each flow is not suitable and high congestion may occur in specific bottleneck links if middlebxoe selection and traffic routing are not well jointly planned [11]. As shown in Fig. 1(b), the routing path for flow $f_{3}$ is $V_{3} \rightarrow V_{2} \rightarrow$ $V_{4} \rightarrow V_{6}$ which balances the controller load but the link congestion cannot be avoided while in Fig. 1(c), the path is $V_{3} \rightarrow V_{2} \rightarrow V_{5} \rightarrow V_{4} \rightarrow V_{6}$ which balances the controller load and avoids link congestion simultaneously. Therefore, after obtaining LDC to handle flow request $f$ and switch $v$ to report flow request by Algorithm 1, LDC will search the remaining fine-grained paths from $v$ to $t_{f}$ to route the flow demand $d_{f}$ so as to minimize the maximum link load ratio under the constraints of link capacity, switch memory and middlebox capacity. This process can be formulated as a sub-problem of JTMSR called s-JTMSR.

1) s-JTMSR Problem Formulation: For many flow requests in practice, their fine-grained candidate paths are generally not specified, i.e., the forwarding rules are decided by LDC. Therefore, we define a binary variable $y_{(u, v)}^{l}$ to indicate


Fig. 3. An example of path searching.
whether link $(u, v)$ is selected by path $l$,

$$
y_{(u, v)}^{l}= \begin{cases}1, & \text { if link }(u, v) \text { is on the path } l .  \tag{14}\\ 0, & \text { otherwise }\end{cases}
$$

The path searching process is represented by constraints (15)-(17). For $\forall l \in \mathcal{P}_{f} \forall f \in \mathcal{F}$,

$$
\begin{align*}
& \sum_{\left(s_{f}, u\right) \in \mathrm{E}} y_{\left(s_{f}, u\right)}^{l}-\sum_{\left(u, s_{f}\right) \in \mathrm{E}} y_{\left(u, s_{f}\right)}^{l}=1  \tag{15}\\
& \sum_{\left(u, t_{f}\right) \in \mathrm{E}} y_{\left(u, t_{f}\right)}^{l}-\sum_{\left(t_{f}, u\right) \in \mathrm{E}} y_{\left(t_{f}, u\right)}^{l}=1  \tag{16}\\
& \sum_{(u, v) \in \mathrm{E}} y_{(u, v)}^{l}-\sum_{(v, w) \in \mathrm{E}} y_{(v, w)}^{l}=0 \quad \forall v \in \mathrm{~V} \backslash\left\{s_{f}, t_{f}\right\} \tag{17}
\end{align*}
$$

Specifically, constraints (15) and (16) enforce that each flow $f$ starts and ends at its source node $s_{f}$ and destination node $t_{f}$, respectively. Constraint (17) guarantees flow conservation at each intermediate node on the path, i.e., the number of incoming links should be equal to the number of outgoing links. Take Fig. 3 as an example, a path is shown in solid arrow from source node $s$ to destination node $d$. If a path is selected, for $s$, the number of outgoing links minus that of incoming links equals to 1 , otherwise, their differences should be 0 , and the same constraint is imposed for $d$. As for each intermediate node such as $v$, the number of incoming links should be equal to that of outgoing links.

Constraints (18) and (19) impose to avoid loop paths, where $z_{(u, v)}^{l}$ is an integer variable to indicate the sequence number of the link along path $l$, i.e., $(u, v)$ is the $z_{(u, v)}^{l}$-th link along the path $l$.

$$
\begin{align*}
& 0 \leq z_{(u, v)}^{l} \leq y_{(u, v)}^{l} \cdot(|\mathrm{~V}|-1) \\
& \forall(u, v) \in l \quad \forall l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F}  \tag{18}\\
& \sum_{(v, w) \in \mathrm{E}} z_{(v, w)}^{l}-\sum_{(u, v) \in \mathrm{E}} z_{(u, v)}^{l}=\sum_{(v, w) \in \mathrm{E}} y_{(v, w)}^{l} \\
& \forall v \in \mathrm{~V} \backslash\left\{t_{f}\right\} \quad \forall l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F} \tag{19}
\end{align*}
$$

Particularly, if the link $(u, v)$ is not on path $l$, i.e., $y_{(u, v)}^{l}=$ 0 , the value of $z_{(u, v)}^{l}$ should be 0 . Otherwise, the difference between the sequence numbers of two consecutive links on the

## Algorithm 2 Rounding-Based Flow Directing by Local Decision Controller (L_RD)

Require: Problem formulations with integer variables $y_{(u, v)}^{l}$, $x_{f}^{u l} \in\{0,1\}$
Ensure: Solutions $\tilde{y}_{(u, v)}^{l}, \tilde{x}_{f}^{u l}$ of the original problem.
Obtain the solutions $\hat{y}_{(u, v)}^{l}$ and $\hat{x}_{f}^{u l}$ of optimization prob-
lems by relaxing all integer variables
for all $f \in \mathcal{F}$ do
for all $l \in \mathcal{P}_{f}$ do
$\tilde{y}_{(u, v)}^{l} \leftarrow$ RoutingPathSearch $\left(\hat{y}_{(u, v)}^{l}, f, l\right)$
$\tilde{x}_{f}^{u l} \leftarrow \operatorname{MFuncSelection}\left(\hat{x}_{f}^{u l}, \tilde{y}_{f}^{u l}, f, l\right)$
end for
end for
path should be 1 . Therefore, if link $(u, v)$ is on path $l, z_{(u, v)}^{l}$ is between 0 and $|\mathrm{V}|-1$.

With respect to service chain, it always shall be guaranteed that middlebox function should be processed on and only on the switches along the selected paths, which is shown in constraints (20)-(21)

$$
\begin{align*}
& x_{f}^{u l} \leq \sum_{(u, v) \in E} y_{(u, v)}^{l}+\sum_{\left(v, t_{f}\right) \in E} y_{\left(v, t_{f}\right)}^{l} \quad \forall u \in V_{m} \\
& \forall l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F}  \tag{20}\\
& \sum_{u \in V_{m}} x_{f}^{u l} \geq \sum_{\left(s_{f}, v\right) \in E} y_{\left(s_{f}, v\right)}^{l} \quad \forall l \in \mathcal{P}_{f} \quad \forall f \in \mathcal{F} \tag{21}
\end{align*}
$$

Additionally, if a path $l \in \mathcal{P}_{f}$ is selected, the number of installed rules on each switch $u \in \mathrm{~V}$ should not exceed $T_{u}$

$$
\begin{equation*}
\sum_{f \in \mathcal{F}} \sum_{u \in l: l \in \mathcal{P}_{f}} y_{(u, v)}^{l} \cdot \tau_{f} \leq T_{u} \quad \forall u \in \mathrm{~V} \tag{22}
\end{equation*}
$$

Similarly, available processing capacity of each middleboxes should not be exceeded, which is given by

$$
\begin{equation*}
\sum_{f \in \mathcal{F}} \sum_{u \in l: l \in \mathcal{P}_{f}} x_{f}^{u l} \cdot P_{f}^{u} \leq P_{u} \quad \forall u \in V_{p} \tag{23}
\end{equation*}
$$

And for a link $(u, v)$, its link load ratio should be less than or equal to the optimization objective $\eta_{2}$. Thus, the constraint (12) is rewritten as (24).

$$
\begin{equation*}
\frac{\sum_{f \in \mathcal{F}} \sum_{l \in \mathcal{P}_{f}} y_{(u, v)}^{l} d_{f}^{(u, v)}}{B_{(u, v)}} \leq \eta_{2} \leq 1 \quad \forall(u, v) \in \mathrm{E} \tag{24}
\end{equation*}
$$

Thus, s-JTMSR can be formulated as follows.

$$
\begin{array}{ll}
\min & \eta_{2} \\
\text { s.t.: } & (9) \text { and }(15)-(24) \\
& y_{(u, v)}^{l}, x_{f}^{u l} \in\{0,1\} \tag{25}
\end{array}
$$

The s-JTMSR problem is also NP-hard because each IPMSP instant is a special case of s-JTMSR. Because of the NPhardness of the s-JTMSR, we propose a fast heuristic algorithm L_RD shown in Algorithm 2 by using relaxation and rounding techniques to solve the problem in (25).

```
Algorithm 3 RoutingPathSearch
Require: LP solution \(\hat{y}_{(u, v)}^{l}(\forall(u, v) \in \mathrm{E})\), flow index \(f\) and
    path index \(l\)
Ensure: The rounded solutions \(\tilde{y}_{(u, v)}^{l}\)
    \(\tilde{y}_{(u, v)}^{l} \leftarrow 0, \forall(u, v) \in \mathrm{E}\)
    Sort \(\Omega=\left\{(u, v) \mid \hat{y}_{(u, v)}^{l}>0\right\}\) as \(\chi_{1}, \ldots, \chi_{|\Omega|}\) such that
    \(\hat{y}_{\chi_{1}}^{l} \geq \ldots \geq \hat{y}_{\chi_{|\Omega|}}^{l}\)
    \(j=1, \Psi \leftarrow \emptyset\)
    while \(j \leq|\Omega|\) do
        \(\Psi \leftarrow \Psi \cup\left\{\chi_{j}\right\}\)
        if \(\left\lceil\hat{y}_{(u, v)}^{l}\right\rceil, \forall(u, v) \in \Psi\) satisfy (15), (16) and (17)
        then
            \(\tilde{y}_{(u, v)}^{l} \leftarrow 1, \forall(u, v) \in \Psi\)
            break
        end if
        \(j=j+1\)
    end while
```

```
Algorithm 4 MFuncSelection
Require: LP solution \(\hat{x}_{f}^{u l}, \tilde{y}_{(u, v)}^{l}\) from Algorithm 3, \(f\) and \(l\)
Ensure: The rounded solutions \(\tilde{x}_{f}^{u l}\)
    : \(\tilde{x}_{f}^{u l} \leftarrow 0, \forall u \in V_{m}, \forall f \in \mathcal{F}\)
    Sort \(\Omega=\left\{\left(u, m_{f}\right) \mid \hat{x}_{f}^{u l}>0\right\}\) as \(\chi_{1}, \ldots, \chi_{|\Omega|}\) in a decreas-
    ing order of \(\hat{x}_{f}^{u l}\)
    \(\Lambda \leftarrow\left\{(u, v) \mid \tilde{y}_{(u, v)}^{l}=1, \forall(u, v) \in \mathrm{E}\right\}\)
    \(j=1, \Psi \leftarrow \emptyset\)
    while \(j \leq|\Omega|\) do
        \(\left(u^{\prime}, m_{f}{ }^{\prime}\right) \leftarrow \chi_{j}\)
        if \(u^{\prime} \in \Lambda\) and \(\forall\left(u, m_{f}\right) \quad \in \quad \Psi, m_{f}{ }^{\prime} \quad \neq\)
        \(m_{f}\) and \(\sum_{\forall\left(u^{\prime}, m_{f}\right) \in \Psi} P_{m_{f}}^{u^{\prime}}+P_{m_{f}^{\prime}}^{u^{\prime}} \leq P_{u^{\prime}}\) and
        \(\sum_{\forall\left(u^{\prime}, m_{f}\right) \in \Psi} \tau_{f}+\tau_{f^{\prime}} \leq T_{u^{\prime}}\) then
            \(\Psi \leftarrow \Psi \cup\left\{\chi_{j}\right\}\)
            if \(V_{m} \subseteq \cup_{\forall\left(u, m_{f}\right) \in \Psi}\left\{m_{f}\right\}\) then
                \(\tilde{x}_{f}^{u l} \leftarrow 1, \forall\left(u, m_{f}\right) \in \Psi\)
                break
            end if
        end if
        \(j=j+1\)
    end while
```

2) Rounding-Based Flow Directing by Local Decision Controller ( $L_{-} R D$ ): In Algorithm 2, we first solve the optimization problem by relaxing all integer variables, and then obtain feasible solutions by invoking RoutingPathSearch shown in Algorithm 3 and MFuncSelection algorithms shown in Algorithm 4. In Algorithm 3, all ( $u, v$ ) links are sorted in a decreasing order according to values of $\hat{y}_{(u, v)}^{l}$ and they are maintained in set $\Omega$. Then, the feasible solutions satisfying constraints (15)-(17) will be found in the while loop from lines 4 to 11 .

Similarly, to find feasible solutions of $x_{f}^{u l}$ in Algorithm 4, we first sort the values of $\hat{x}_{f}^{u l}$ in a decreasing order and
maintain feasible solutions in set $\Omega$. Then, all nodes belonging to the routes obtained from Algorithm 3 are maintained in set $\Lambda$. Next, each element $\chi_{j}=\left(u^{\prime}, m_{f}^{\prime}\right)$ in $\Omega$ is sequentially checked, and will be included in $\Psi$ if it satisfies the following conditions: i) node $u^{\prime}$ is in $\Lambda$, ii) service function $m_{f}{ }^{\prime}$ does not show in a $\left(u, m_{f}\right)$-tuple in $\Psi$, and iii) the remaining space on node $u$ ' can accommodate allocated rules $\tau_{f}$ as well as capacity of $m_{f}{ }^{\prime}$ in the while loop from lines 5 to 15 .

Theorem 3: The time and space complexity of Algorithm 2 is $O\left(k^{2}+|E|+|V| \cdot \sum_{f \in \mathcal{F}}\left|V_{m}\right|\left|\mathcal{P}_{f}\right|\right)$ and $O\left(|E| \sum_{f \in \mathcal{F}}\left|\mathcal{P}_{f}\right|+|V| \sum_{f \in \mathcal{F}}\left|V_{m}\right|\left|\mathcal{P}_{f}\right|\right)$, respectively.

Proof: The worst computational complexity of Algorithm 3 and 4 is $O\left(\left|\hat{y}_{(u, v)}^{l}\right|\right)=O(|E|)$ and $O\left(\left|\hat{x}_{f}^{u l}\right||\Lambda|\right)=$ $O\left(\left|V\left\|V_{m}\right\| \mathcal{P}_{f}\right|\right)$, respectively. Therefore, the overall time complexity can be derived as follows.

$$
\begin{aligned}
O(\text { Alg. } 2) & =O\left(\sum_{f \in \mathcal{F}}\left|\mathcal{P}_{f}\right| \times(O(\text { Alg. 3) }+O(\text { Alg. } 4)))\right. \\
& =O\left(|E|+|V| \cdot \sum_{f \in \mathcal{F}}\left|V_{m}\right|\left|\mathcal{P}_{f}\right|\right)
\end{aligned}
$$

The space complexity is determined by the number of variables $y_{(u, v)}^{l}$ and $x_{f}^{u l}$ where $y_{(u, v)}^{l}$ is defined with respect to the number of paths and links and $x_{f}^{u l}$ is defined with respect to the number of paths and switches that can perform service chain. In the model, they are respectively calculated as $|E| \sum_{f \in \mathcal{F}}\left|\mathcal{P}_{f}\right|$ and $|V| \sum_{f \in \mathcal{F}}\left|V_{m}\right|\left|\mathcal{P}_{f}\right|$. Since the set of switches $V$, the set of switches that perform service chain $V_{m}$ and the set of links $E$ in the network are determined, variables $y_{(u, v)}^{l}$ and $x_{f}^{u l}$ are linear with the number of paths. Therefore, the model has a linear number of variables. In addition, by summing up the number of all these variables and the corresponding rounded ones, the total space is $O\left(|E| \sum_{f \in \mathcal{F}}\left|\mathcal{P}_{f}\right|+|V| \sum_{f \in \mathcal{F}}\left|V_{m}\right|\left|\mathcal{P}_{f}\right|\right)$.
3) Approximate Performance Analysis: Assume that the minimum link capacity of all links is $B_{(u, v)}^{\min }$. We define three constant values as follows:

$$
\begin{align*}
& \alpha_{0}=\min \left\{\frac{B_{(u, v)}^{\min }}{d_{f}^{(u, v)}}, f \in F\right\} \\
& \alpha_{1}=\min \left\{T_{u}, u \in \mathrm{~V}\right\} \\
& \alpha_{2}=\min \left\{P_{u}, u \in V_{p}\right\} \tag{26}
\end{align*}
$$

Under many practical cases, $\alpha_{0} \geq 1$ because the size of each flow is usually less than the link capacity. Besides, $T_{u}$ and $P_{u}$ are much larger than 1 . Thus, it is reasonable to assume that $\alpha_{1} \geq 1$ and $\alpha_{2} \geq 1$ [44]. In the following, we give the approximation performance of the proposed L_RD algorithm.

Lemma 1 (Link Capacity Constraint): The proposed L_RD algorithm guarantees that the total traffic on any link $(u, v)$ will not exceed the traffic load on the fractional solution by a factor of $\frac{4 \log |\mathrm{~V}|}{\alpha_{0}}+3$.
The proof of Lemma 1 has been relegated to Appendix A.
Lemma 2 (Flow-table Size Constraint): After the rounding process in the L_RD algorithm, the number of required flow
entries on any switch $u$ will not exceed the constraint $T_{u}$ by a factor of $\frac{3 \log |\mathrm{~V}|}{\alpha_{1}}+3$.
The proof of Lemma 2 has been relegated to Appendix B.
Lemma 3 (Middlebox Capacity Constraint): After the rounding process in the L_RD algorithm, the capacity required on any switch $u \in V_{p}$ will not exceed the middlebox capacity constraint $P_{u}$ by a factor of $\frac{3 \log \left|V_{p}\right|}{\alpha_{2}}+3$.
The proof of Lemma 3 has been relegated to Appendix C.
Approximation Factor: According to the above analysis, we get conclusion as follows.

Theorem 4: The L_RD algorithm can guarantee that, the link capacity will hardly be violated by a factor of $\frac{4 \log |\mathrm{~V}|}{\alpha_{0}}+3$, the flow-table size constraint will not be violated by a factor of $\frac{3 \log |\mathrm{~V}|}{\alpha_{1}}+3$, and the middlebox capacity constraint will not be violated by a factor of $\frac{3 \log \left|V_{p}\right|}{\alpha_{2}}+3$ for s-JTMSR problem.

In most practical situations, the L_RD algorithm can reach almost the constant approximation in terms of link capacity constraint, flow-table size constraint and middlebox capacity constraint. For example, the link capacity of today's network will be 10 Gbps and the maximum size of flow may reach 10 Mbps by observing the practical traffic traces. Under two cases, $\frac{B_{(u, v)}^{\mathrm{min}}}{d_{f}^{(u, v)}}$ will be $10^{3}$ and the value of $\alpha_{0}$ will be $10^{3}$. Considering a network with 1000 switches, then we have $\log |\mathrm{V}|=10$. Based on the Lemma 1, the approximation factor for the link capacity is 3.04 . This also fits for the flow-table size constraint and middlebox capacity constraint. In other words, the L_RD algorithm can achieve the constant tri-criteria approximations for the s-JTMSR problem in many situations.

## C. Discussion

1) The proposed algorithm can guarantee the correctness of original optimization problem. Mathematically, Eq. (13) which consists of two parts coordinated by parameter $\omega$ can be expressed as $\min \omega \eta_{1}+\min (1-\omega) \eta_{2}$. Technically, in hierarchical SDN-based network, selecting inter-domain routing path divides two steps, i.e., find the LDC by RC and calculate routing path by LDC. Thus, by ignoring the parameter $\omega$, it is reasonable in the algorithm design to solve two sub-problems and convert it into $\min \eta_{1}$ and $\min \eta_{2}$ for the sake of simplicity.
2) Additionally, this article aims to select paths based on the assumption that the switches are working normally. In fact, node in the SDN-based network that fails before path selection will not be selected in routing path and the node that fails during path selection may involve other issues, such as consistent flow forwarding rules updates [45] and failure detection and recovery mechanisms [46], which are beyond the scope of this article.
3) In some practical scenarios, the flow size of each flow is unknown before arriving. However, the flow size of each new-arrival in JTMSR is assumed to be known when RC assigns wildcard rules for these flows. It is reasonable to assume that the size and distribution of flows in the network can be predicted with bounded error [29] and


Fig. 4. Simulation network structure.
many previous works [47]-[49] addressed the issue of flow size prediction can be applied in our system.
4) What's more, in the flat control plane, a RC can be found by applying leader election algorithm, which makes decision on installing wildcards for flow redirecting and finding the LDC for each flow. The effect of hierarchical control plane structure on performance is mainly reflected in the communication delay between RC and local controllers, which further affects the response time for each flow, but it has no effect on performance of data plane.

## V. Performance Evaluation

This section will discuss the experiment setup and evaluate the performance of proposed algorithms.

## A. Simulation Setup

We run all algorithms on a PC running on a Windows 64bit with 12 GB memory and a single Inter i5-7200U CPU using Python 2.7. All algorithms use a single processor core. ITALYNET topology [50] and Fat-tree topology [51], which is an architecture widely used in data centers, are adopted to measure the effectiveness of proposed algorithms. There are one root controller and four local controllers in the control plane and the network are divided into four domains. In ITALYNET, it consists of 21 switches and 10 additional middleboxes in the data plane. The processing capacity of each middlebox and the link capacity are all set to 150 Mbps , and the processing capacity of controller is set to 1600 flows/s. In the experiment, the flows from the same source to the same destination switch are aggregated as a macroflow to route at each time slot. For each timeslot, there are $[8,20]$ macroflows and the traffic rate of each flow is generated within the range [12, 30] Mbps.

In Fat-tree, the number of pod is 8 with total 80 switches and 128 hosts. There are 20 additional middleboxes. The traffic processing capacity of each middlebox is set to 2000 Mbps. Besides, the link capacities between two connected switches are uniformly set to 2 Gbps and the processing capacity of each controller is 18 K flows/s. At each time slot, the number of macroflows is set with the range of [20, 40] and the number of aggregated small flows is set with the range of $[100,300]$. The request arrival rate follows the flow inter-arrival time distribution measured in real-world data center [52]. In both topologies, the number


Fig. 5. Controller fairness index vs. Flows redirect ratio.
of types of middleboxes are set to 4 and each PM associates with middlebox functions ranging from 1 to 4 . When redirecting flows, the shortest path is utilized by default and each selected flow is provided with candidate paths ranging from 3 to 10 .

We compare our algorithm with the following schemes, i) $\mathbf{R L}$ _RFRD where flow redirecting is implemented by RC and the remaining path is determined by local controller; ii) MAT where the objective of formulation in [11] is adjusted to load factor and candidate routing paths are provided by a single controller; iii) RDMAR [28] where the static scheme between switches and multiple controllers is used without redirecting flows; iv) OPT where multiple SDNs are considered and routing path is solved by optimizer. For controller load balancing, RDMAR is the baseline where the static scheme is used while the OPT and MAT are the baselines for link load balancing. The flows for each timeslot are handled at the same time in multiple SDNs. All mathematical programming formulations are solved by Gurobi optimizer [53] and an example of Gurobi model is available. ${ }^{1}$ The experiment carries out 30 runs for total 600 timeslots. The demonstrated results are averaged over 20 instances with the $95 \%$ confidence level and standard deviation is included in all graphs.

## B. The Performance of Control Plane

We mainly evaluate the effect of average response (AveResponse) time and controller fair index (CFI) [29] over the flows redirect ratio, which indicates the percentage of flows that has been selected to redirect. CFI refers to the load distribution among all controllers in the network and it is calculated by CFI $=\frac{\left(\sum_{c \in C} \theta_{c}\right)^{2}}{|C| \cdot \sum_{c \in C} \theta_{c}{ }^{2}}$. Following [29], AveResponse time of controller $c$ can be derived by $R T_{c}=\frac{1}{\alpha_{c}-\theta_{c}} \mathcal{O}\left(n^{2}\right)$ where $n$ is the number of network switches. The value of $\mathcal{O}\left(n^{2}\right)$ can be measured through running a routing algorithm (e.g., OSPF) with $n$ nodes. The number of macroflows for each timeslot is set to 20 .

Fig. 5 plots the load distribution among multiple controllers and it shows that both RL_RFRD and RDMAR can achieve good balance distribution. As shown in Fig. 5(a) and Fig. 5(b), CFI has improved $8.1 \%$ in ITALYNET and $4.2 \%$ in Fat-tree compared with RDMAR scheme after redirecting $20 \%$ flows. This is because in RDMAR, the mapping between switches and controllers is static and flows are waited to be handled

[^0]

Fig. 6. Average response time vs. Flows redirect ratio.


Fig. 7. Flows accept ratio vs. Number of flows.
when the current controller has no efficient capacity, but for RL_RFRD, some flows will be redirected to the controller with largest remaining processing capacity. Besides, as shown in Fig. 6(a) and Fig. 6(b), the average response time has improved $9.7 \%$ in ITALYNET and $14.1 \%$ in Fat-tree after redirecting $20 \%$ flows compared with RDMAR. In addition, Fig. 6 shows that MAT has more than 2 x response time compared to RL_RFRD and RDMAR, because the controller capacity in MAT is bottleneck resource and it handles flows one by one.

## C. The Performance of Data Plane

Since the Gurobi model is formulated to solve link load balancing, the optimum (OPT) value where the routing path is solved by Gurobi model is added in ITALYNET to evaluate the performance of data plane.

Fig. 7 depicts the ratio of number of flows requests accepted over the number of flows. Assume that the flows in the network can last for long time, it can be observed that MAT accepts more flows than that of multiple SDNs. This is because although MAT handles flow requests one by one, resource will be released after finishing routing so that MAT will have efficient network capacity to find the suitable routing path for each flow. In addition, RL_RFRD has higher flows accept ratio than RDMAR and it has closer performance with the OPT, when the number of flows is 14 in Fig. 7(a) and 24 in Fig. 7(b).

Fig. 8(a) and Fig. 8(b) plot the average routing path length over the number of flows in both topologies. Obviously, MAT has the shorter path length than that of multiple SDNs because it handles flow request one by one and always tries to find the short routing path for each flow under the network constraints. Compared with RDMAR, RL_RFRD will make flows to communicate in a longer way with light-loaded controllers. Thus, RL_RFRD generally has longer routing path length than RDMAR and MAT. Generally, when there is the


Fig. 8. Average path length vs. Number of flows.


Fig. 9. Maximum link utilization vs. Number of flows.


Fig. 10. Maximum flow rules utilization vs. Number of flows.
switch attached middlebox in redirecting flow path satisfying the network functions for this flow, RL_RFRD may have the chance to outperform RDMAR in terms of path length, otherwise, it may take longer path to meet the routing policy.

Fig. 9 shows the maximum link utilization over the number of flows in both topologies. It can be observed from Fig. 9(a) and Fig. 9(b) that the link utilization will increase with the number of flows increasing as indicated by MAT, and more links will be occupied. With the advantage of balancing maximum link load, we observe that RL_RFRD has closer performance to OPT compared with RDMAR. This is because default path is properly assigned in advance when redirecting flows, so the maximum link load of RL_RFRD can be smaller than that of RDMAR.
It can be also observed from Fig. 10(a) and Fig. 10(b) that with the number of flows increasing, MAT requires more flow entries and it always keeps the higher maximum flow rules utilization compared with RL_RFRD and RDMAR. This is because MAT handles flow requests one by one and it takes more response time to assign routing path for flows, which may result in some flow entries expired and new flow rules to be installed. Similarly, Fig. 11(a) and Fig. 11(b) show that MAT has maximum middlebox utilization with the increasing number of flows.


Fig. 11. Maximum middlebox capacity utilization vs. Number of flows.

TABLE III
The Average Running Time for Each Time Slot (Seconds)

| Topology | RL_RFRD | MAT | RDMAR | OPT |
| :---: | :---: | :---: | :---: | :---: |
| ITALYNET | 0.303 | 1.21 | 1.075 | 2.152 |
| Fat-tree | 0.418 | 7.381 | 0.499 | - |

## D. The Performance of Running Time

Table III shows the average running time for each time slot of three algorithms. Obviously, OPT has the highest running time compared with other three algorithms, because it searches the optimal solution in the global feasible set. Compared with MAT and RDMAR, RL_RFRD has lower running time since default paths for selected flows are deployed in both topologies. Compared with MAT, RL_RFRD and RDMAR are only responsible for its local controlled switches, which can reduce the range for routing decision. Besides, Fat-tree has higher time efficiency than that of ITALYNET where time efficiency is calculated over the running time of MAT, because Fattree can also reduce the input size for routing decision once the source and destination nodes are determined. This also indicates that RL_RFRD may also be applied in large-scale network.

## VI. Conclusion and Future Work

For the reason that traffic dynamics will not not only pose a severe challenge to controller load balancing, but also affect the link load in the data plane, and network functions in middleboxes also may change the volume of processed traffic as well, this article focus on both controller load balancing and link load balancing with consolidated middleboxes. This problem is formulated as an integer programming optimization with the objective to minimize maximum controller load and link load, and the problem is proved to be NP-hard. In order to solve this problem, we have proposed a two-phase algorithm. The first phase is to redirect selected flows to controller with maximum processing capacity and the second phase is to find the fine-balanced middleboxes selection and routing path for each flow by rounding-based algorithm. Finally, numerical results show that our proposed RL_RFRD algorithm outperforms other algorithms in terms of load-balancing performance and response time. In future work, the path length can be included in the optimization objective because longer paths will consume large amount of network resources, so there is a tradeoff between load balancing and shortening path length.

## Appendix A Proof of Lemma 1

We give two famous lemmas for probability analysis.
Lemma 4 (Chernoff Bound): Given $n$ independent variables: $x_{1}, x_{2}, \ldots, x_{n}$, where $\forall x_{i} \in[0,1]$. Let $\mu=\mathbb{E}\left[\sum_{i=1}^{n} x_{i}\right]$. Then, $\operatorname{Pr}\left[\sum_{i=1}^{n} x_{i} \geq(1+\epsilon) \mu\right] \leq e^{\frac{-\epsilon^{2} \mu}{2+\epsilon}}$, where $\epsilon$ is an arbitrarily positive value.

Lemma 5 (Union Bound): Given a countable set of $n$ events: $A_{1}, A_{2}, \ldots, A_{n}$, each event $A_{i}$ happens with possibility $\operatorname{Pr}\left(A_{i}\right)$. Then, $\operatorname{Pr}\left(A_{1} \cup A_{2} \cup \cdots \cup A_{n}\right) \leq \sum_{i=1}^{n} \operatorname{Pr}\left(A_{i}\right)$.

Proof: The first step of L_RD algorithm will derive a fractional solution $\hat{y}_{(u, v)}^{l}$ for the relaxed s-JTMSR problem. Using the randomized rounding method, for each flow $f \in \mathcal{F}$, only one path in $\mathcal{P}_{f}$ will be chosen as its directing path. Thus, the traffic load of link ( $u, v$ ) from flow $f$ is defined as a random variable $\chi_{(u, v), f}$, which is expressed

$$
\chi_{(u, v), f}= \begin{cases}d_{f}^{(u, v)}, & \text { with probability of } \\ & \sum_{(u, v) \in l: l \in \mathcal{P}_{f}} \hat{y}_{(u, v)}^{l} \\ 0, & \text { otherwise }\end{cases}
$$

According to the definition, $\chi_{(u, v), f}$, with $f \in \mathcal{F}$ are mutually independent. Thus, the expected traffic load on link ( $u, v$ ) is:

$$
\begin{align*}
\mathbb{E}\left[\sum_{f \in \mathcal{F}} \chi_{(u, v), f}\right] & =\sum_{f \in \mathcal{F}} \mathbb{E}\left[\chi_{(u, v), f}\right] \\
& =\sum_{f \in \mathcal{F}} \sum_{(u, v) \in l: l \in \mathcal{P}_{f}} \hat{y}_{(u, v)}^{l} \cdot d_{f}^{(u, v)} \leq B_{(u, v)} \tag{27}
\end{align*}
$$

Combining Eq. (27) and the definition of $\alpha_{0}$ in Eq. (26), we have

$$
\left\{\begin{array}{l}
\frac{\chi_{(u, v), f} \cdot \alpha_{0}}{B} \in[0,1]  \tag{28}\\
\mathbb{E}\left[\sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f} \cdot \alpha_{0}}{B_{(u, v)}}\right] \leq \alpha_{0}
\end{array}\right.
$$

Then, by applying Lemma 4, assume that $\rho$ is an arbitrary positive value, it follows

$$
\operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f} \cdot \alpha_{0}}{B_{(u, v)}} \geq(1+\rho) \cdot \alpha_{0}\right] \leq e^{\frac{-\rho^{2} \alpha_{0}}{2+\rho}}
$$

Now we assume that

$$
\begin{equation*}
\operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f}}{B_{(u, v)}} \geq(1+\rho)\right] \leq e^{\frac{-\rho^{2} \alpha_{0}}{2+\rho}} \leq \frac{\mathcal{H}}{|\mathrm{V}|^{2}} \tag{29}
\end{equation*}
$$

where $\mathcal{H}$ is the function of network-related variables such as the number of switches $|\mathrm{V}|$, and $\mathcal{H} \rightarrow 0$ when the size of network grows.

The solution for Eq. (29) is expressed as:
$\rho \geq \frac{\log \frac{|\mathrm{V}|^{2}}{\mathcal{H}}+\sqrt{\log ^{2} \frac{|\mathrm{~V}|^{2}}{\mathcal{H}}+8 \cdot \alpha_{0} \log \frac{|\mathrm{~V}|^{2}}{\mathcal{H}}}}{2 \cdot \alpha_{0}},|\mathrm{~V}| \geq 2$

Then, set $\mathcal{H}=\frac{1}{|\mathrm{~V}|^{2}}$. Eq. (29) is transformed into:

$$
\begin{aligned}
& \operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f}}{B_{(u, v)}} \geq(1+\rho)\right] \leq e^{\frac{-\rho^{2} \alpha_{0}}{2+\rho}} \leq \frac{1}{|\mathrm{~V}|^{4}} \\
& \quad \text { where } \rho \geq \frac{4 \log |\mathrm{~V}|}{\alpha_{0}}+2
\end{aligned}
$$

By applying Lemma 5, we have

$$
\begin{align*}
& \operatorname{Pr}\left[\bigvee_{(u, v) \in \mathrm{E}} \sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f}}{B_{(u, v)}} \geq(1+\rho)\right] \\
& \quad \leq \sum_{(u, v) \in \mathrm{E}} \operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\chi_{(u, v), f}}{B_{(u, v)}} \geq(1+\rho)\right] \\
& \quad \leq|\mathrm{V}|^{2} \cdot \frac{1}{|\mathrm{~V}|^{4}}=\frac{1}{|\mathrm{~V}|^{2}}, \rho \geq \frac{4 \log |\mathrm{~V}|}{\alpha_{0}}+2 \tag{31}
\end{align*}
$$

Note that the second inequality in Eq. (31) holds since there are at most $|\mathrm{V}|^{2}$ links in the network. Thus, Eq. (29) is guaranteed with $1+\rho=\frac{4 \log |\mathrm{~V}|}{\alpha_{0}}+3$, which concludes the proof.

## Appendix B

## Proof of Lemma 2

Proof: We define a random variable $z_{u, f}$ to formulate the required flow entry on a switch $u \in \mathrm{~V}$ for directing flow $f \in \mathcal{F}$,

$$
z_{u, f}= \begin{cases}\tau_{f}, & \text { with probability of } \sum_{u \in l: l \in \mathcal{P}_{f}} \hat{y}_{(u, v)}^{l} \\ 0, & \text { otherwise }\end{cases}
$$

By the definition, $z_{u, f}$, with $f \in \mathcal{F}$, are also independent. Thus, we have

$$
\left\{\begin{array}{l}
\frac{z_{u, f} \cdot \alpha_{1}}{T_{u}} \in[0,1]  \tag{32}\\
\mathbb{E}\left[\sum_{f \in \mathcal{F}} \frac{z_{u, f} \cdot \alpha_{1}}{T_{u}}\right] \leq \alpha_{1}
\end{array}\right.
$$

Similar to the proof for the link capacity constraint, we have a general form of proving: the number of required flow entries on any switch $u$ will not exceed the flow-table size constraint $T_{u}$ by a factor of $1+\varphi$ if and only if there exists $\mathcal{H}$ satisfying

$$
\begin{equation*}
\operatorname{Pr}\left[\bigvee_{u \in \mathrm{~V}} \sum_{f \in \mathcal{F}} \frac{z_{u, f} \cdot \alpha_{1}}{T_{u}} \geq(1+\varphi) \cdot \alpha_{1}\right] \leq \mathcal{H} \tag{33}
\end{equation*}
$$

where $\varphi$ is the function of network-related variables such as the number of switches $|\mathrm{V}|$, and $\mathcal{H}$ is defined the same as that in Eq. (29). By applying Lemma 5, Eq. (33) is relaxed to:

$$
\begin{aligned}
& \operatorname{Pr}\left[\bigvee_{u \in \mathrm{~V}} \sum_{f \in \mathcal{F}} \frac{z_{u, f} \cdot \alpha_{1}}{T_{u}} \geq(1+\varphi) \cdot \alpha_{1}\right] \\
& \quad \leq \sum_{u \in \mathrm{~V}} \operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{z_{u, f} \cdot \alpha_{1}}{T_{u}} \geq(1+\varphi) \cdot \alpha_{1}\right] \leq \mathcal{H}
\end{aligned}
$$

By applying Lemma 4 and Eq. (32), we can assume:

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{z_{u, f} \cdot \alpha_{1}}{T_{u}} \geq(1+\varphi) \cdot \alpha_{1}\right] & \leq e^{\frac{-\varphi^{2} \alpha_{1}}{2+\varphi}} \\
& \leq \frac{\mathcal{H}}{|\mathrm{V}|},|\mathrm{V}| \geq 2
\end{aligned}
$$

Then, we get the result:

$$
\begin{equation*}
\varphi \geq \frac{\log \frac{|\mathrm{V}|}{\mathcal{H}}+\sqrt{\log ^{2} \frac{|\mathrm{~V}|}{\mathcal{H}}+8 \cdot \alpha_{1} \log \frac{|\mathrm{~V}|}{\mathcal{H}}}}{2 \cdot \alpha_{1}},|\mathrm{~V}| \geq 2 \tag{34}
\end{equation*}
$$

Set $\mathcal{H}=\frac{1}{|\mathrm{~V}|^{2}}$. Apparently $\mathcal{H} \rightarrow 0$ as $|\mathrm{V}| \rightarrow \infty$. With respect to Eq. (34), we set

$$
\begin{align*}
\varphi & =\frac{\log \frac{|\mathrm{V}|}{\mathcal{H}}+\log \frac{|\mathrm{V}|}{\mathcal{H}}+4 \cdot \alpha_{1}}{2 \cdot \alpha_{1}} \\
& =\frac{6 \log |\mathrm{~V}|+4 \cdot \alpha_{1}}{2 \cdot \alpha_{1}}=\frac{3 \log |\mathrm{~V}|}{\alpha_{1}}+2 \tag{35}
\end{align*}
$$

Thus, Eq. (33) is guaranteed with a factor of $1+\varphi=\frac{3 \log |\mathrm{~V}|}{\alpha_{1}}+$ 3 and $\mathcal{H}=\frac{1}{|\mathrm{~V}|^{2}}$, which concludes the proof.

## Appendix C <br> Proof of Lemma 3

Proof: We define a random variable $\omega_{u, f}$ to indicate the resource consumed on a switch $u \in V_{p}$ for directing flow $f \in \mathcal{F}$,
$\omega_{u, f}= \begin{cases}P_{f}^{u}, & \text { with probability of } \sum_{u \in l: l \in \mathcal{P}_{f}} \hat{y}_{(u, v)}^{l} \\ 0, & \text { otherwise }\end{cases}$
By the definition, $\omega_{u, f}$, with $f \in \mathcal{F}$, are also independent. Thus, we have

$$
\left\{\begin{array}{l}
\frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}} \in[0,1]  \tag{36}\\
\mathbb{E}\left[\sum_{f \in \mathcal{F}} \frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}}\right] \leq \alpha_{2}
\end{array}\right.
$$

Similar to the proof for the flow-table size capacity, we have a general form of proving: the resource consumed on any switch $u \in V_{p}$ will not exceed the middlebox capacity constraint $P_{u}$ by a factor of $1+\sigma$ if and only if there exists $\mathcal{H}$ satisfying

$$
\begin{equation*}
\operatorname{Pr}\left[\bigvee_{u \in V_{p}} \sum_{f \in \mathcal{F}} \frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}} \geq(1+\sigma) \cdot \alpha_{2}\right] \leq \mathcal{H} \tag{37}
\end{equation*}
$$

where $\sigma$ is the function of network-related variables such as the number of switches $\left|V_{p}\right|$ that directly connected to PMs, and $\mathcal{H}$ is defined the same as that in Eq. (29). By applying Lemma 5, Eq. (37) is relaxed to:

$$
\begin{aligned}
& \operatorname{Pr}\left[\bigvee_{u \in V_{p}} \sum_{f \in \mathcal{F}} \frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}} \geq(1+\sigma) \cdot \alpha_{2}\right] \\
& \quad \leq \sum_{u \in V_{p}} \operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}} \geq(1+\sigma) \cdot \alpha_{2}\right] \leq \mathcal{H}
\end{aligned}
$$

By applying Lemma 4 and Eq. (36), we can assume:

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{f \in \mathcal{F}} \frac{\omega_{u, f} \cdot \alpha_{2}}{P_{u}} \geq(1+\sigma) \cdot \alpha_{2}\right] & \leq e^{\frac{-\varphi^{2} \alpha_{2}}{2+\varphi}} \\
& \leq \frac{\mathcal{H}}{\left|V_{p}\right|},\left|V_{p}\right| \geq 2
\end{aligned}
$$

Then, we get the result:

$$
\begin{equation*}
\varphi \geq \frac{\log \frac{\left|V_{p}\right|}{\mathcal{H}}+\sqrt{\log ^{2} \frac{\left|V_{p}\right|}{\mathcal{H}}+8 \cdot \alpha_{2} \log \frac{\left|V_{p}\right|}{\mathcal{H}}}}{2 \cdot \alpha_{2}},\left|V_{p}\right| \geq 2 \tag{38}
\end{equation*}
$$

Set $\mathcal{H}=\frac{1}{\left|V_{p}\right|^{2}}$. Apparently $\mathcal{H} \rightarrow 0$ as $\left|V_{p}\right| \rightarrow \infty$. With respect to Eq. (38), we set

$$
\begin{align*}
\varphi & =\frac{\log \frac{\left|V_{p}\right|}{\mathcal{H}}+\log \frac{\left|V_{p}\right|}{\mathcal{H}}+4 \cdot \alpha_{2}}{2 \cdot \alpha_{2}} \\
& =\frac{6 \log \left|V_{p}\right|+4 \cdot \alpha_{2}}{2 \cdot \alpha_{2}}=\frac{3 \log \left|V_{p}\right|}{\alpha_{2}}+2 \tag{39}
\end{align*}
$$

Thus, Eq. (37) is guaranteed with a factor of $1+$ $\sigma=\frac{3 \log \left|V_{p}\right|}{\alpha_{2}}+3$ and $\mathcal{H}=\frac{1}{\left|V_{p}\right|^{2}}$, which concludes the proof.
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