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Abstract—Errors are inherently present in unreliable wireless With respect to the objective of maximizing throughput,
channels. The primary challenge in designing error control network codinghas been originally proposed in informa-
protocols in the MAC or physical layer is to effectively maximize tion theory [3], [4], and has since emerged as one of the

achievable throughput in wireless networks even when unpre- t ising inf tion th fi hes 1o i
dictable and time-varying errors exist. Network coding has been mast promising Information theorelic approaches 1o Improv

successfully applied to improve throughput in IEEE 802.11-based throughput. Network coding has been successfully applied
wireless networks with a shared broadcast channel. In state-of- in multi-hop wireless networks to opportunistically taked- a
the-art physical layer designs in multi-channel wireless networks vantage of multiple routes from the sender to the receiver
(such as IEEE 802.16 WIiMAX), however, the convenience of iy ynicast flows [5], [6], and soft decision values from the
a shared wireless broadcast channel to perform opportunistic . . .

listening no longer exists, and Hybrid ARQ (HARQ) is the physical layer are utilized to p_erform partial packet resrgv
predominant error control protocol in the physical layer, rather ~When packets are broadcast in a shared IEEE 802.11-based
than plain ARQ in IEEE 802.11 MAC. Would network coding wireless channel [7]. Unfortunately, in multi-channel el@ss

be well employed in multi-channel wireless networks and able to networks — such as IEEE 802.16 WiMAX with OFDMA at
bring further improvements over HARQ? This paper proposes {ha physical layer — the convenience of a shared wireless

Drizze, a new solution to maximize throughput with the presence broadcast ch It f tunistic listeni o
of errors, that takes advantage of network coding at the symbo Proadcast channet o perform opportunistic fistening mg

level in multi-channel wireless networks. By operating at the €Xists, and Hybrid Automatic Repeat reQuest (HARQ) is the
symbol level and using soft decision values, we show thBrrizze predominant error control protocol at the physical lay€dr [8
is able to exploit both time and cooperative diversity in realistic rather than plain Automatic Repeat reQuest (ARQ) in IEEE
multi-channel wireless networks, to adapt to time-varying and 802.11 MAC
bursty channel errors, and to efficiently collect as many correct H.owever HARQ may not be able to effectively perform
symbols as possible at the receiver. ’
yl dex T P Network Coding. Soft Decision. Diversitv. Mod error control and under-utilize the scarce wireless badtiwi
ndex Terms—Network Coding, Soft Decision, Diversity, Mod- ; ; L ;
ulation, Error Correction, Cooperative Transmission, WiMAX ij:—tl),lal\lilQ i'ltsrgiegsfll?nr?c()jt fgtri”t;l: Fc))glpr)];)rttcl;r[])i?i:anst %:arégﬂc\g;:om
multi-path transmissions, which are created by multi-ctedn
wireless networks.
. ] o Would network codingstill be helpful in multi-channel
Multi-channel wireless networks represent a directiort thgjye|ess networks? How do we design an efficient error contro
most future 4G state-of-the-art wireless communicati@mst ,ot0c0l for multi-channel wireless networks as they ame th
dards evolve towards, including IEEE 802.16 WIMAX [llhorm in the next-generation (4G) industry standards? Is thi
and 3GPP Long Term Evolution (LTE) [2]. In both WIMAX haner, we presenbrizzle a new solution at the physical
and LTE, Orthogonal Frequency Division Multiple Accesgayer that uses network coding at the symbol lewlizzle
(OFDMA) is used at the physical layer. OFDMA uses & carefully designed to fully embrace the characteristits
large number of orthogonalubcarriersto maximize spectral myjti-channel wireless networks: rather than using nekwor
efflc_lency, and assigns different subsets to different user coding at the packet level (as in previous work in IEEE
achieve multiple access. . 802.11 networks), network coding Brizzleis performed over
. It is common knowledge that errors are inherently preseg}mbmsat the physical layer (a small sequence of bits in the
in unreliable wireless channels. The important challenge bhysical layer).
_designing error contr_ol_protoco_ls in the MAC or physic_aléay When operating in the physical layer of multi-channel
is to effectively maximize achievable throughpirt various \yireless networks such as WiMAXrizzle shows two salient
transmission scenarios in wireless networks, even when WvantagesFirst, the sender only needs to retransmit “dirty”

I. INTRODUCTION

predictable and time-varying errors exist. symbols — the ones corrupted by channel errors after de-
Manuscript received June 08, 2009; revised September 249 200 mOdU|at'9n - rather .than the entire p_acke_t._An |IIustraf[|ve
November 06, 2009. example is shown in Fig. 1. The sender first divides eacheingl
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D . WiIMAX. In such networks, a mobile node is able to estab-
cloan ook “dity”block lish connections with two or more upstream nodes through

I~ different sub-channels (different subsets of orthogondd- s
- nack—| carriers in OFDMA). Cooperatively, they can use different

transmitted packet. As an example shown in Fig. 2, base
[ ACK—) station 1 generates coded blocks, - - - , A5, and base station
2 producesA6, - - - , A10 similarly. The mobile node is able to

“collect” coded blocks from both connections simultandpus
Fig. 1. In Drizzle, only “dirty” blocks are retransmitted thet receiver over Without interference and try to decode the packet by comuini

sets of coefficients to generate coded blocks for the same

/

a single wireless link with errors. “clean” coded blocks. Although there are “dirty” blocks in
) ) each reception —A43 and A5 from base station 1A7, A9

3232515 é s and A10 from base station 2 — the mobile node is still able
o qa ation 2 i .

\%, o, to reconstruct the packet from errors by collecting suffitie

$
&

\\?f:; ‘f number of “clean” coded blocksA(l, A2, A4, A6 and AS).

Again, due to the rateless property of random network cqding

“ﬁ%%‘.'f D it is not required to use sophisticated channel estimatiah a
i allocation mechan_isms to dictate where these blocks should
r come from. In Drizzle, “clean” coded blocks from any of
. the senders are equally useful. With Drizzle, the mobile
“dirty” block node is able to enjoy concurrent multi-path transmissions b
1 combining dynamically “collecting” fine “rain drops,” which will impve

the throughput performance significantly.

How doesDrizzle distinguish “clean” symbols from “dirty”
Fig. 2. Drizzle allows multiple senders to cooperativelydseaded blocks to  ones?Drizzle takes advantage of soft decision values provided
_the same receiver in multi-path transmissions, such as theoliandcenario b hvsical laver demodulation on each bit received. and
in WIMAX. y physical lay ,

estimates the correctness of a symbol after demodulation,

generate a virtually unlimited number of coded blocks usingbnsidering the adaptive modulation schemes being used and
different sets of coefficients, and any (required number channel conditions. Throughout the remainder of this paper
of blocks for decoding;n is 5 in the example) of thesewe use the IEEE 802.16 WiMAX family of standards as
coded blocks can be used to perform decoding by invertinctharepresentative of physical layer design in multi-channel
matrix of coding coefficients. This is referred to as thelesti® wireless networks. We seek to demonstrate the advantages
property, with which all the blocks within one packet aref Drizzlein WiMAX, and we believe these advantages will
equally useful. Due to unreliable channels, the packet neay Rold whenDrizzle is applied to other multi-channel wireless
corrupted in the transmission. However, not all the bitdinit networks based on OFDMA and HARQ.
the packet share the same fate. Very often, only a small numbeTthe salient highlight of our work is a novel framework for
of bits are in error; the rest are correct. In the examplechlogrror control in multi-channel wireless networks that exis!

A3 and A5 are in error, whileAl, A2 and A4 are “clean.” | the potential benefits above. To achieve such an obgctiv
Under this situation, the sender just needs to send tWo M@@re are a number of challenges:

coded blocks 46 and A7) to the receiver, which can then be
used towards correct decoding of the packet on the receiver,
with a total of 5 “clean” blocks received.

Clearly, as the size of &lock is sufficiently small, error
control in Drizzle can be performed in fine granularity, which >
can be more efficient in terms of resource utilization than
traditional packet-level error control protocols and GHoush
based end-to-end error correction in [7]. In addition, ksato
the rateless property of random network coding, the receive
does not have to specify which blocks have errors in the Our responses to these challenges constitute the flow of
packet, and only needs to ask for an additional number pfesentation in this paper. In Sec. Il, we review relatedkaor
blocks. Should a particular coded block be lost, subsequehé use of network coding in wireless networks. From Sec. Il
correctly received ones are equally innovative and usefial Sec. V, we present the design Bfizzle We provide an
to recover the original packet. As such, Drizzle is restlieranalytical comparison between Drizzle and HARQ in Sec. VI.
to time-varying and bursty channel errors, by dynamicaliye evaluate the performance of Drizzle in WiMAX networks
adapting to fluctuating channel conditions in realistionaks in Sec. VII, and show thdDrizzle offers important advantages
such as WiMAX, especially when mobility is present. as compared to HARQ and previous work in the literature,

Second Drizzle works best in multi-hop multi-channel which use retransmission based error recovery. Finally, we
wireless networks, such as handover and multi-hop modescionclude the paper in Sec. VIIl.

‘A1‘A2‘A4‘AG‘A8

—_—

decoding

original packet

How is Drizzle integrated with the existing techniques

adopted at the physical layer of multi-channel wireless
networks?

How does Drizzle accurately estimate the correctness of
each received coded block using soft decision values
conveyed from the physical layer?

> How does Drizzle minimize the overhead generated in
the transmission process?
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Il. RELATED WORK from the sender to the receiver in unicast flows [5], [6].

. ) ) . Authors in [19], [20] proposed to use network coding in the

In the WIMAX physical layer, Hybrid Automatic Retrans-ppysical layer. Similar to XOR of two packets in bits, these
mission reQuest (HARQ) is adopted as an error contr@loris perform XOR in the physical wireless radio signal leve
protocol by combining ARQ and Forward Error Correctiol\mpjitudes and phases of wireless signals can be combined.
(FEC) [8]. In Type-Il and Type-lll HARQ, its performancehg receiver is able to decode the desired physical wireless
can be further improved by packet soft combining [11], [12kigna] if it knows the other combined signals. In [15], MAC
Its performance, especially in the context of WIMAX, hasrh)eqayer Random Network Coding (MRNC) has been introduced
thoroughly investigated in an information-theoretic fash 5 ayoid the overhead problems incurred by HARQ. Alamdar
[13], [14]. However, the built-in reliability in HARQ sadites ot 5 proposed pre-coded transmission scheme using random
some degree ofesilienceto time-varying channel conditions network coding rather than frequency diversity, achieving
[15]. In addition, HARQ does not exploit the cooperativgjgnificant performance improvement [21]. Stability arsidy
diversity in multi-path transmissions, as it is designed 0 f random network coding across multicast sessions has been
point-to-point channel. Drizzle intends to serve as a @la ye|| studied in [22]. These works take advantage of the
ment of HARQ in the WIMAX physical layer. In this paper, ateless property of random network coding: all data blocks
we evaluate our protocol against HARQ, which is well tunegre encoded as the random linear combination of the original
and has been offering satisfactory performance in WIMAX. hackets and all independent coded blocks are equally useful

A parallel multi-path transmission strategy over multiplgng innovative [10], [23].
network interfaces, referred to as MuniSocket, is studied i g Katti et al. proposed MIXIT [7], a protocol for cooper-

[16] MuniSocket is a middleware solution to prOVide effidie ative packet recovery by performing Opportunistic routb‘rg
packet transmission over heterogeneous networks. MukéSocyroups of correctly received symbols in a packet. MIXIT ke
divides a packet into multiple fragments and transmits them zqgyantage of the broadcast nature of 802.11-based wireless
ing multiple TCP connections over multiple network inteea npetworks and perform random network coding across correct
in parallel. It is shown that MuniSocket is able to improv%ymbmS in different packets. MIXIT provides end-to-encber
the throughput by taking advantage of parallel transmissiqecovery by employing Maximum Rank Distance (MRD)
However, MuniSocket is not specially designed for wirelesgydes [24] for push based blind redundancy transmission.
networks, especially multi-channel wireless communaati However, it heavily relies on opportunistic listening amit:
systems. Different from Drizzle that works in the physicahg properties in multi-hop 802.11 networks, and can not be
layer, MuniSocket works in the transport layer. Due to errogffectively applied to multi-channel wireless networkscls as
prone wireless channels, packet errors will frequentigger \wiMAX. Moreover, due to the bounded MRD code rates, it
TCP congestion control and retransmissions in MuniSockgfenerates a large amount of overhead and is not able to provid
which would degrade the throughput dramatically. flexibility on feedback based on-demand retransmission.

In the context of 802.11-based wireless networks with a Qur work differs from MIXIT in a number of aspects.
single, shared wireless broadcast channel, a partial packgst, we jointly employ random network coding and soft
recovery algorithm proposed by Jamiesen al. [17] has decision values. With such a proposed mechanism, random
been proposed to revise the traditional ARQ. Rather thaetwork coding is performed across the symbols within one
retransmitting the entire packet, the erroneous portidrth@® packet rather than over different packets in MIXIT. Thus th
packet would be retransmitted. In some sense, this is akifle error control granularity of soft decision values and th
to the general idea of HARQ in WiIMAX, except that thefavorable rateless property of random network coding can be
feedback message has to explicitly describe the positibnsith fully exploited, and are potentially helpful to impeothe
error bits in the packet, which would likely incur signifitan performance significantly in multi-channel wireless netvgo
overhead. Further, it is not designed to support cooperati@econd Drizzle can be implemented with low communica-
transmissions in a typical multi-path transmission scenar tion costs. As compared to the traditional network coding

Woo et al. proposed a cooperative packet recovery algorithstheme, Drizzle employs new techniques including inner-
in 802.11-based networks, referred to as SOFT [18]. SOkphcket coding, pre-generated coefficient matrix, and dymam
works by combining confidence values across multiple faultgtransmission, with which signaling overhead and unneces
receptions to recover a clean packet. It is shown that SOFTsi&y redundant data transmission can be largely mitigated.
able to significantly improve the data delivery rate in 802.1 According to our estimateDrizzle is akin to a “free lunch”
based networks, in static wireless environments. However, with respect to the computation and communication overhead
believe that realistic channel conditions are time-vagyamd with currently available technologie$hird, Drizzleis tightly
bursty in multi-channel wireless networks, such as WiMAXlesigned for practical multi-channel wireless networks(
networks. The performance of SOFT under such conditions@&DMA based WiMAX), while providing flexibility to be
unclear. Different from SOFT, Drizzle uses network codihg @applicable to other types of wireless networks. With the
the physical layer that providessilienceto errors. It helps to design of Drizzle, we seek to provide the answer to the
better adapt to time-varying wireless channels in WiMAXdanquestion on whether network coding would provide additiona
is designed for cooperative transmission by multiple sendeimprovements inmulti-channelwireless networks, which is

Network coding has been successfully applied in wirelegsrticularly interesting since HARQ is readily used in thes
networks to opportunistically take advantage of multigletes physical layer protocols, with exceptional performance of
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. . . L T [ Détected | _
WIMAX [1] as a representative example in this paper. The i o symbol

symbol level design of Drizzle allows for flexible and efficte © G ° 0|] © G °
operations, as compared to the rigid design of previously ' '

proposed physical layer network coding in [19], [20]. AFig.4. 16-QAM £4-QAM) constellation with Gray coding and an example
symboldescribed in this paper refers to a unit of data th&f 9etected symbol, 1001.

is defined by the modulation scheme in the physical layer. Fetiannel fading, the demodulator may make incorrect dewsio
example, one symbol represents two bits if Quadrature Phasgding to errors. The Drizzle decoder tries to decode the
Shift Keying (QPSK) is used, and four bits if 16 Quadraturgeceived coded blocks using “hints” from demodulation, aihi

Amplitude Modulation (16QAM) is used. are referred to asoft decision valuesSoft decision values are
estimations of code bit log likelihood ratios (LLRs) [25h |

A. Basic Operations the case of perfect channel knowledge, the estimation of cod
In order to provide a good understanding of Drizzle, 8it LLR under 27-QAM can be obtained by the following

simplified block diagram is shown in Fig. 3. The transmittefauation [25]: e — st

divides the input bit stream into segments and adds cyclic A (by) = In Z exp (_952>

redundancy check (CRC), which is used for error detection ste{sbp=+1} g

at the receiver. A CRC appended segment is referred to as lys — as*\Q

a packet Each packet is then divided intdockswith fixed —In Z exp (— : 5 ) (1)

size &k = [x1, 2, ..., x,] ), €ach of which containing a certain s—e{siby=—1}

number of physical layer symbols. We can easily compute , ) . _
the number of blocks in one packet if the packet size is pr_e—Where f IS the bit order of.us_edz “QAM symbol,_ y_s
determined, and we denote this quantity as liaech sizein 'S the received QAM symbola is the channel gainis

network coding. Unlike MIXIT [7], Drizzle performs random (¢ € {51’32""2’_32F}' s = biby---bp) is the transmitted
network coding upon blocks within the same packet. het QAM symbol; o™ is the variance of noise, which is a complex
be the batch size, and let (i = 1,2, --- ,n) be the blocks Gaussian random variable with zero mean. Fig. 4 shows 16-

in the packetc; (i = 1,2,---,n) be the set of random QAM constellation with Gray coding and an example of the
&9 - )< )

coefficients generated in a given Galois field, the size ottvhi det€cted symbol ofi; (s = bibsbsbs = 1001). The first bit
is determined by the number of bits in a blodid, for a decides whether the detected symbol is placed in the first

block with 8 bits, GF¢®) would be used). A coded block; qguadrant or fourth guadrant. For thg first bit of a symbol
n (by = 1), Eq. (1) will return a positive value because the

can then be produced g5 = 21 ¢ji-xi. Each generated codedgetected symbol is placed in the fourth quadrant. The fourth
block can be mapped to one or several modulation Symbdw,adrant is further divided into two spaces in the x-axis. If
The required number of symbols for one coded block deperift¢ detected symbol is placed in the left half of the divided
on the size of the coded block and the selected modulati®pace, LLR is a negative value, otherwise, LLR is a positive
scheme. For example, a coded block with a block size ofv@lue. Through a similar approach, the third and fourth bits
bits is mapped to four symbols for QPSK and two symbols f@@n be decided. From Eq. (1), it is clear that the shorter the
16QAM. The encoder is able to generate a virtually unlimiteguclidean distance between the detected symbol and itsstlos
number of coded blockg; (j = 1,2, ) using different sets constellation points is, the larger LLR value obtained.
of coefficients, and any. of these coded blocks can be used Essentially, soft decision values represent how much con-
to decode by inverting a matrix of coding coefficients. Tlsis ifidence the demodulator has in making the 0-1 decision on
usually referred to as theatelessproperty. each bit. In Drizzle, an adaptive error detection algoritism
Demodulation in the physical layer on the receiver makesed to estimate the correctness of received blocks usasg th
its best decision on the received signals. Due to noise aswft decision values from the demodulation process. We will
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in Sec. I.V' Wlth Such estimates, Drizzle gives priorities tS‘zig. 6. The average number of bits retransmitted in a singletfansmission,
blocks with high confidence that they are correct, or “cfeanyhen Drizzle is compared with HARQ and SOFT (Webal. [18]). Simula-

It is important to have a sufficient number of “clean” blockgons are performed with the environment and settings pravideSec. VL.
(with high probability), as many as the batch sizebefore below the level-thresholdy(y), i.e., x; < x, the block is
decoding begins, as “dirty” blocks will lead to decodingnarked as “dirty.” After receiving additional blocks from the
failures, which can be verified by checking CRC. When agender, the receiver has so far receivegdd blocks, and again
error occurs, the receiver asks the sender(s) to retransfis to decode the packet with the (out of n + d) blocks
additional coded blocks, until the entire packet is colyectwith the highest confidence levels. This process is referred
decoded, or a maximum number of retransmissions is reachgdasadaptive retransmissigrsince the sender is only called
When the packet can not be correctly recovered withoutupon to retransmit a sufficient number of additional blocks
sufficient number of “clean” blocks until a maximum numbefor the receiver to decode, and if blocks are sufficiently lsma
of retransmission is reached, the packet is discarded at the available wireless bandwidth is effectively used, atha
physical layer. This strategy is employed for HARQ in vagouanalogy where fine “rain drops” fill up a “bucket.”

air interface standards including IEEE 802.16 WIMAX and We note that the receiver needs to identify the set of

3GPP LTE. coded blocks from different packets, since decoding cag onl
be performed with coded blocks from the same packet. For
B. Adaptive Retransmission this purpose, a sequence number should be used to uniquely

One of key designs in Drizzle iadaptive retransmission identify a packet. This is usually not an issue in physicpéta
Each received packets is inspected, and a confidence levefl@figns. For example, WiMAX employs control channels —
each blocki (referred to asy;) in the packet is derived using c@lled Down Link (DL) Media Access Protocol (MAP) and Up

soft decision values from the demodulation process asvistlo Link (UL) MAP messages [1], which are allocated periodigall
s at the beginning of the frame. Drizzle may use these control

T
> A'(btf)’ channels to deliver the sequence numbers of packets (simila
yi= W= (2) 0 HARQ).
' m Adaptive retransmissiois always performed as Drizzle is

wherem is the total number of bits in one single block angmployed. How effective is this design to saturate ava#iabl
A (bsy) is normalized soft decision value ofth bit in ¢th wireless bandwidth from the physical layer (after demodu-
symbol in the block. The normalized soft decision values lation)? In one of our simulations, we have used a Rayleigh
specially introduced in Drizzle to more accurately evatuafading channel to simulate time-varying channel condgibe-
the symbol correctness, which will be discussed further tween a sender and a receiver. With this channel, we sintulate
Sec. IV. There areF bits in one symbol and” symbols in Drizzle, HARQ and SOFT [18] with WiMAX physical layer
one block. ClearlyT x FF = m. Essentially, Eq. (2) shows characteristics. Fig. 6 shows the number of bits retransthit
that the confidence level is calculated as the average védlugar correctly recovering the error packet over a period of
normalized soft decision values of all bits in the block. time (100 seconds). We are able to observe that Drizzle

The blocks with lower confidence levels have lower priorieonsistently uses a significantly smaller number of bits in
ties in the decoding process. An example is shown in Fig. ifs retransmissions (on average 403 bits for Drizzle, 632 bi
in which a darker block indicates a lower confidence levelor HARQ, 835 bits for SOFT) which result in substantial
The receiver constructs a set of blocks to decode, whithroughput enhancement, and outperforms both HARQ and
always includes top: (batch size) blocks with the highestSOFT by 36% and 52%, respectively. The intuition is that,
confidence levels, i.e., top blocks with highesty;. If the Drizzle allows the sender to retransmit a barely sufficient
decoding process fails, the receiver tries to exclude lslockumber of symbols, rather than blindly retransmitting the
with confidence levels below a certain threshold, marked esdundancy.
“dirty” blocks. In the example of Fig. 5, there arereceived In terms of delay performance, Drizzle can achieve a shorter
coded blocks in total, where of them are classified as “dirty.” packet delivery time than HARQ and SOFT, since it transmits

significantly smaller number of bits in its retransmissiomih

If decoding fails for the initial transmission, the receiveshorter transmission delays. However, in the WIMAX Time
computes the number of “dirty” blocks (in this cagg and Division Multiplexing (TDD) mode, the only deployed mode
requests the sender to transmit additional coded blocks withe time of writing this paper, since the receiver has ti wa
NACK. The number of “dirty” blocks is determined usingfor an uplink transmission opportunity to send ACK/NACK
the level-threshold, which will be discussed and elabdratéeedback to the transmitter, the gain on the transmission
in Sec. IV. If the confidence level values of a block;Xis delay time reduction is negligible. Therefore, we focus loa t
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Access Gateway

evaluation of throughput performance in this paper.

Access Gateway

We will further evaluate the performance of adaptive re- S
transmission in Drizzle in Sec. VIl with more details. /(I) I M &gg/ O cions
(@) ase Station & ygpite Node
i) fez. g:::m@ N EEE
. .. e — ¥ combining
C. Cooperative Transmission Rel;@ \;\‘ / \Te.aw\ <}
Cooperative transmissiofs specially designed for Drizzle g & Mw;ﬁ@yz T~ (o]
to realize the potential benefits in multi-path transmissio Node3  Node2 Nodet
Drizzle employs a typical wireless network architecture, a  (a) System architecture. (b) Handover.

shown in Fig. 7(a), in order to provide an efficient and
cost-effective cooperative transmission mechanism. Ittimu
channel wireless networks, such as WiIMAX, a mobile node : SREAN
may frequently move across the boundary, and migrate fron ‘ '
the air interface of one upstream node to that provided by
another. In the overlapping region, a mobile node is able tc oo \
connect to multiple upstream nodes. This is usually referre

channel 4

to as thehandoverscenario. i g5 combining
An illustrative example of handover is shown in Fig. 7(b), [ a]s ]
where a mobile node is in the handover region and connecte § decodng v _decoding
to two upstream nodes (base station 1 and 2). By assignin_ :
separate sub-channels on each connection (channel 1 and (c) Two hops. (d) Three hops.

2), the receiver could communicate with all the upstreamyg. 7. Cooperative transmission of coded blocks is possiien the
nodes concurrently with little interference, as sub-cledmare opportunity of multi-path t(ansmission arises in both hamd@nd multi-hop
orthogonal to each other by using OFDMA. As an opportunit})°des of multi-channel wireless networks.
for multi-path transmission is created in such scenariad; mposition and fading environment of different upstream rspde
tiple senders are able to cooperatively transmit codedkblothe received data experience different fading.
to a receiver. In addition, cooperative transmission also works well in
We use the example shown in Fig. 7(b) to show how coopehe multi-hopmode of multi-channel wireless networks when
ative transmission performs. In the figure, the access @gtewelays are enabled. When the mobile node moves into an
mediates two base stations as a cross router and serves agthdapped region covered by both an upstream node and
sender. It generates different coded blocks and send théme toa relay, the sender, receiver and relay are connected to one
base stations —A1,--- , A5 to base station, A6,--- , A10 another via different sub-channels, where transmissiafiers
to base statioR (the batch size is set to be 5 in the example)ittle from interference. Having more than a single wirsles
The base stations forward the coded blocks and the molfilep, themulti-hopmode also creates an opportunity for multi-
node receives them concurrently via different channele Tpath transmission. The intuition is shown in Fig. 7(c), véher
mobile node is able to “collect” different coded blocks fromhe base station serves as the sender by issding- - , A5
all the connections simultaneously. All the correctly ieed directly to the mobile node andi6,--- , A10 to the relay,
coded blocks are equally useful, due to the rateless propenthich will forward the data to the mobile node. By collecting
of random linear codes. However, as channels are not rejialthe data from both paths concurrently, the mobile node tries
the mobile node only receive3 (A4, A6 and A7) “clean” to recover the original packet by decoding the “clean” coded
blocks (the dark blocks are “dirty” blocks, and the whitdlocks it receives. Moreover, cooperative transmissiam lwa
blocks are “clean” ones), and thus fails to decode. It askasily applied to more complicated topologies as shown in
for retransmission, and the sender pushes more redundaRity. 7(d). Drizzle aims to take advantage of both random
(A11 and A12). By correctly receiving the required number ohetwork coding and the convenience of multiple channeld, an
correct blocks, the mobile node is able to successfully decoexploit the benefits of cooperation in multi-path transioiss
and recover the original packet. Such cooperative trarssoms that leads to the efficient use of available channel bandwidt
could also be performed at the uplink, where the mobile nodeAs in the handover area, one mobile station can have
is responsible to generate distinct coded blocks, and ttesac multiple connections with upstream nodes. Concurrentimult
gateway performs the decoding process. path transmission can be applied and will help to increase
Maximum-performance cooperative transmission can liee throughput performance, as there are always data in
employed for the downlink, as power is not a problem fahe backlog for transmission. Thus, one issue we may be
relays and BSs. On the other hand, power-efficient cooperatconcerned with ighe amount of data each sender pushes to
transmission should be employed for the uplink due to mobilke receiver We observe that different channels experience
node’s limited battery power. In the downlink, each upstreadifferent qualities, and sometimes the difference is gsite
node uses different coefficient matrix to generate codeckilo nificant. Drizzle takes advantage of such channel diveesity
and transmits generated coded blocks with different radificiently transmits the data. At the same time, Drizzlewdtio
resources. However, in the uplink, the mobile node multecagprovide fairness in resource allocation among users. Askin
coded blocks to different upstream nodes. Due to differeatly one sender with the best channel quality to transmit all
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the required data may cause the problem of starvation of some (a) Downlink throughput

other users due to limited resources.
With the multi-path transmission, we propose the following o0
scheme to determine the amount of data each sender transg
mits. Drizzle adopts a modified proportional rate constrain
algorithm [26], [27], [28]. Assume that the channel Signal
to Noise Ratio (SNR) is perfectly estimated. Denote the
channel qualities off channels, serving the same receiver, as % 10 20 0 ime tacond) 60 o 80
SNRy,---,SNR,. The number of coded blocks that need
to be transmitted is _denOted dSp. The tOt,al number of Fig. 9. The throughput performance of Drizzle over time (80os€és) in
coded blocks transmitted by each sender is denotedVby the handover scenario, as a mobile station is moving arourideimandover

[—Drizzle-5-HARQ -G)-SOFTl

=
o
S

Throughpu
N

(b) Uplink throughput

(@€ {1,---,q}), i.e, N; = [N/] where N/ is computed as region randomly. Simulations are performed with the settings/iged in
follows: sec. ViI. _ S _
N{ N} N, cess in the physical layer are used in Drizzle to detect iror
B By == Fq coded blocks. As described in Sec. Ill, we use Eq. (2) to abtai
h q the confidence level of each coded block on the receiver. Is
where Ng = ZN{ the confidence level able to fully capture the correctness of
i=1 the block? Why do we use normalized soft decision values
By = SN Ry to calculate the confidence levels? How to take full advamtag
Xq: SNR of these soft decision values in Drizzle? In this section, we
ogmd} m present the design and the use of soft values, serving as

important cornerstones in Drizzle.

q
> Bi=1
j=1 A. Are Soft Decision Values Accurate?

We round upN} into integer values ifN/ are fractional  Current modulation schemes in the physical layer compute
numbers. Though this algorithm might require transmittinthe soft decision values (SVs) of all bits, which show the
a few more blocks, Drizzle uses substantially less wirelesenfidence of demodulation in order to make 0-1 decisions. A
resources for error correction as compared to HARQ ami with a negative SV is translated into 1, whereas a bit with
SOFT. The transmission of each sender is coordinated &positive SV is translated into 0. A larger absolute value in
either the access gateway or the base station, dependimg orthe SVs indicates a higher level of confidence on the decision
transmission scenarios (single link transmission, haeadaw being made.
multi-hop transmission). Unfortunately, the distribution of SVs varies depending

To show the benefits of Drizzle in cooperative transmissioon modulation schemes and channel conditions. To further
we evaluate Drizzle using simulations in the handover stenaunderstand this point, we carried out a simulation. In the
of WIMAX, against both HARQ and SOFT [18]. A mobile simulation, a packet of 25K bytes is transmitted over Raylei
node moves across the handover region, from phitd point fading channels with a 30 km/h moving speed, and under
B in Fig. 8, with a constant speed. We measured the throughplifferent channel conditions. SV distributions of all rees
on both downlink and uplink in our simulations. The resutts a bits and error bits are shown in Fig. 10. As the figure shows,
shown in Fig. 9, where it is evident that Drizzle outperformthe SV distribution is different as the channel quality aipes
both HARQ and SOFT. On the downlink, Drizzle has afor example, if we receive a bit with SV of -5 under the
average throughput gain over HARQ and SOFT of 52% ar8NR of 0dB, there is still some probability that this bit is
154%, respectively. On the uplink, this margin of improveine erroneous according to the SV distribution for error bits.
could reach 26% and 82%. Such substantial improvememtewever, the bit with SV of -5 is 100% “clean” under the SNR
coincide with our intuition that cooperative transmission of 20dB. Also, different modulation schemes generate wdifie
Drizzle naturally takes advantage of cooperative divergit SV distributions. Thus, it is not accurate to quantitatvel
multi-path transmissions. We will examine the benefits aheasure the confidence levels without considering the itmpac
Drizzle in more practical multi-path transmission sceosin of channel conditions and modulation schemes.

Sec. VII. Intuitively, normalizing the soft decision values by cafsi
ering different signal qualities and modulation schemea is
IV. IMPACT OF SOFT DECISION VALUES good solution to this problem. In Drizzle, soft decisionues
Soft decision valuesonveyed from the demodulation pro-are normalized with the following formula:
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0.012 0.25

\iggg‘ In Drizzle, we check the SVs for all bits in a block. If
oo 0.2 any of the bits has an absolute SV that is below a certain
0.008 o5 threshold, we will set the confidence level of the entire
& 0.006 5 block to the absolute SV with the lowest value. In this way,
0.004 ol priorities of blocks with just a few error bits will be redute
0,002 0.05 which provides a more accurate measure with respect to the
Al confidence level of each coded block.
BT elonvald 2 B ol It is noted that this threshold (referred to @¥-threshol}l

(a) SV distribution of all bits (b) SV distribution of bad bits should be carefully selected. We have studied the impact of
Fig. 10. The distribution of soft decision values under BP@Kdulation, the selection of the SV-threshold using numerical analgsis
which is obtained by transmitting 200,000 bits over Rayleftiing channel simulations.
with a speed of 30km/h. . .

P For a given block error rate?, packet delivery rateKs)

Is] P
NSV (s, SNR, M) = 8/ d(s, SNR,M)ds (3) can be expressed as following:
SIS —s|

K
K R
where NSV denotes the normalized S¥(s, SNR, M) de- Pg = Z <j > (1— Pg) Py~ (4)
notes the probability density function (PDF) for SV under j=n

a certain SNR and modulation\{), and s denotes the SV Wherej is the received number of blocks without erréf, is
variable. For example SV (—10,0dB, BPSK) = —96.3%. the total number of transmitted blocks, amds the batch size.
The normalized SVs are essentially a cumulative fraction of Let us denote the probability of bit error &. Then, the
the absolute SV, since the SV distribution is symmetric witprobability of marking a correctly received bit as an erraue
respect to 0. After normalization, the range of SV residdst is denoted asPcr and the probability of marking an
n [—1,1]. It is straightforward that larger absolute values cérroneous bit to be a correct bit #3;-. The block error rate
the normalized SVs indicate higher confidence levels on tlEy;) considering the mis-detection can be stated as:

correctness of demodulation / m
: Pr=1-(1—-(P.+(1-P.) - Pcg+ P. - Ppc (5)
SV distributions under different channel qualities and mod P (L= ( ) 0))

ulation schemes are obtained from a large number of sim\ﬁherem Is the size of block. Then, we express the total
lations. Normalized SVs are able to reflect relative Chmctnumber of ransmitted blockk’ as:
istics of SVs, as they are tightly integrated with fluctugtin K=[n-Pgl+n (6)
channels and the adaptive modulation scheme adopted in jhg Sv-threshold is selected too aggressively (overly high
physical layer of multi-channel wireless networks. SVshia t the priorities of “clean” blocks would be incorrectly redat
remain_der of the paper are normalized values if not noted p.. would increase in Eq. (5). On the other hand, if
otherwise. a threshold is set to be too low, it would not be sufficiently
powerful to detect blocks that are received in error, ifg;¢
would increase in Eq. (5). Therefore, in order to maximize
the throughput performance, we should choose an optg¥al

In Drizzle, soft decision values have two main functionghresholdthat achieves minimun#;. We evaluate the impact
First, they are used to construct the set of coded blocks usefdhe selection of SV-threshold via simulations. Fig. 1bwsh
for decoding. To determine the confidence level of a coddde performance of Drizzle with different SV-thresholdsian
block, Drizzle uses the absolute value of the normalized SVfferent bit error rates of the wireless channel. We use 4
of each bit, and then computes the average of all bits in tdéferent SV-thresholds to check how SV-threshold setercti
coded block, as we already show in Eq. (2). A smaller averag#ects the performance. As shown in the figure, choosing a
represents a lower confidence level that the block is cqrreditreshold as 27.5% gives the best performance among the four
whereas a larger average shows a higher confidence level.chgices we have simulated. When higher thresholds are used
we have shown, blocks with higher confidence levels will bgsuch as 52.5%, or 77.5%), the throughput is reduced, which
given higher priorities to be included in the set of blocks fandicates that overly aggressive screening may incogrectl
decoding. reduce the priorities of “clean” blocks. On the other hand, w

Unfortunately, confidence levels of coded blocks directigbserve that a threshold that is too low (such as 2.5%) also
computed from the average may not be sufficiently accurafiggatively affects throughput performance, as “dirty” die
since very often there exists a large variance on the atesolt@main in the set used for decoding. This observation shows
SVs of bits within one block (a block contains a small numbdhat we should carefully tune the SV-threshold. Heuriditica
of bits). A few bits with low absolute SVs may not effectively22% is used in Drizzle based on a large number of simulations
reduce the confidence level of the entire block, provided th&at we have performed.
there are much higher absolute SVs on some of the bits in theThe secondfunction of soft decision values in Drizzle is
block. As such, it is necessary to penalize the blocks witlh oto count the number of “dirty” blocks in the set used for
or a few “dirty” bits with low absolute SVs. The existence oflecoding. When the decoding fails after each transmission,
even one block that is not correctly received will contartéenathe receiver will count the number of “dirty” blocks in the
the entire decoding process. decoding set, and ask the sender to transmit the same number

B. How to Use SV for Error Detection?
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Fig. 11. The selection of SV-thresholds affects the perforceeof Drizzle. 16
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The performance of Drizzle under 4 different SV-thresholds5%, 52.5%,
27.5%, and 2.5%, is evaluated to show the importance of SAsttuid ’B/E‘\ﬂ/a’o/’EI ]
selection. Values in dB are the gains that the best case rfortpes the worst J

case in the simulation. Simulations are performed with thensgttprovided

Delay (msec)
=
P

in Sec. VII. o e © -
. OO ‘ ‘ ‘ ‘ ‘
of additional coded blocks. This number will determine the  ® o7 o008 oos o1 om0l 013 ol
number of blocks retransmitted, and will directly affeceth (©) Del
elay

performance of Drizzle. As such, a threshold must be set in
Drizzle (referred to as level-threshold), so that blockshwi F'9- 12. The level-threshold affects the delay and througigerformance

. . . in Drizzle. A higher level-threshold is helpful to achievighrer throughput,
confidence levels lower than this threshold will be countgd 8yt with a larger delay. On the contrary, a lower level-thad leads to
“dirty” ones. Let us denote the number of transmitted codéaer throughput, but with smaller delays. Simulations arefiqueed with

blocks afteri’" transmission ag,;. Then, we have: the settings provided in Sec. VII.
dy=n will further study the optimal thresholds for Drizzle using
di=diy+[dioy-P] yi=1,-,k learning techniques.

wherek is the maximum number of retransmission afgl is ) ] o
the probability of counting a block as a “dirty” block. If agii € How Does SV Work in Cooperative Transmission?
level-threshold (largé’; ) is selected, correctly received blocks By applying normalized SVand adaptive thresholdde-
could be counted as error blocks and extra retransmissidins Wcribed above, Drizzle is able to check the correctnessdf ea
be requested (larg¢;), which will consume more bandwidth. coded block it collects, no matter where the block comes from
Since more redundant retransmission blocks are transiittend which modulation scheme is used onNbrmalized SV
it is with a higher possibility to correctly recover the patk andadaptive thresholdechniques in Drizzle are essentially a
in the receiver at the next retransmission (a small numbghy to perform link adaptation by tightly integrating withet
of retransmissions, i.e., smal). On the other hand, if a adaptive modulation scheme adopted in the physical layer of
low level-threshold is selected (smdf.), error blocks could multi-channel wireless networks. They are especially fuélp
not be detected. It will also cause extra retransmission f@ achievecooperative transmissioim Drizzle as described in
error correction after the failure of network decoding gkar Sec. I11-C. Although, in the multi-path transmissions feliént
number of retransmissions, i.e., largeIn this case, whereassenders may use different modulation schemes to transmit
barely required blocks are re-transmitted, more retrassion coded blocks to the same receiver, as channel conditions
requests are required, which cause delays. are different on each path (adaptive modulation is applied)
Drizzle is designed to be able to adjust the level-threshalide receiver could check the correctness of all the blocks
depending on specific requirements of the applications. dffectively by applyinghormalized S\andadaptive threshold
the application is delay sensitive (such as voice), thelHev®rizzle makes it possible for the receivers to correcthesel
threshold should be set to be high in order to conservelean blocks and decode the original packets successfully.
tively request more coded blocks (largét;) at the fol- We perform simulations to examine the effectiveness of
lowing transmission. Otherwise, if the application regsir Drizzle in such a multi-path transmission scenario. In the
a higher throughput, the level-threshold could be set to kgnulation, two upstream nodes serve as senders and ttansmi
lower (smallerPy), to request a barely sufficient number otlata to the same receiver via two separate sub-channels, and
additional coded blocks, so that available bandwidth can @PSK and 16QAM are used on each path respectively. By
most efficiently used. Fig. 12 shows the delay and throughpasplying adaptive modulation, the modulation schemes are
tradeoff of two different level-thresholds, with the vaduef determined to meet the target Bit Error Rate (BER) based on
12% and 75% are used in this simulation. A level-threshottle estimated SNR. For example, if the target BER(S?,
of 12% shows 14% higher throughput on average, whereag@QAM is used at a SNR of 8dB and 64QAM is used at a
level-threshold of 75% is 39% better with respect to delay@NR of 12dB. Now, we set the modulation schemes as QPSK
on average. and 16QAM in the simulation. Then, we calculate the SNRs
Theoretically, SV-threshold and level-threshold can be dgn each channel according to the target BERs (by adopting the
namically adjusted to adapt to the network environment, isolution in [29]). By varying the target BERs, we examined
cluding channel quality, mobility, and the transmissiond®o the downlink throughput at the receiver under differentrocied
Another potential solution for threshold selection can beonditions (with different SNRs). Fig. 13 shows the simiglat
obtained by historical data learning. In our future work, weesults, where a 3.24dB gain can be achieved on average by
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normalization and adaptation in a cooperative transmissgamagio. Two
nodes are sending coded blocks to one receiver using diffenedulation
schemes (QPSK and 16QAM are used on each sender respectiVhgy)
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by varying the target BERs in a certain range. Simulationgaréormed with
the settings provided in Sec. VII.
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o

applyingnormalized S\andadaptive thresholdThis shows a
significant benefit when link adaptation in Drizzle is apglie
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V. IMPLEMENTATION ISSUES INDRIZZLE

Bit Error Rate
As Drizzle uses network coding at its core, we are aware of a (b) Packet Delivery Rate
few implementation issues that, if not appropriately adseel, Fig. 14. The selection of block sizes impacts the performariderizzle.
may affect the performance. (a) The performance of block error rates under 3 differentlbkizes: 4 bits,

8 bits and 16 bits. (b) The performance of packet deliverysréié = 2n)
under a Rayleigh fading channel. Simulations are performél the settings

A. Choosing a Size for Coded Blocks provided in Sec. VII.

As we have shown, each packet is divided into a numbg?cause a larger field size provides a larger degree of freedo
' in randomly chosen coefficient vectors.

of blocks, on which random network coding is performed. In order to show the effect of different block sizes to the

At a glance, it may appear that a smaller block is always . : ) .
cket delivery rate, we consider a packet with a size of 512
f I I lock | I h T .
preferable, as a smaller block lead to less overhead w its which is divided into 128, 64, 32 blocks fet = 4, 8, 16,

retransmissions are made, and more accurate confidents le . .
as the normalized SVs of bits are averaged. respect!vel){. Block error rates and packet delivery rates a
Unfortunately, a block that is too small will lead to anShOWn n F'ﬁ' 1;' VI\(/e can clearlyl see that as th: block sge
inherent problem that is hard to address. A block wittbits mcrr?ashe_sh tde d‘?C error ratf) ?).T.O mt_:rr?asesl.l b|0WEvgr, u
has to use at least GF™) to perform random network coding,f‘o the high decoding error probability with small block size

and a smaller number of bits in a block leads to a smallg?‘ packet delivery rate, which is a ratio of the number of

size of the Galois Field with a smaller degree of freedorT%rror-free packets over the total transmitted packetdesuf

.- . m poor performance. Considering the tradeoff between th
when coefficient vectors are randomly chosen. This Ieadsbfock error rate and the decoding error probability geretat

a.h|gher probability of prloducmg linearly dependent blzi)Ckby blocks with different sizes, we seleBtbits as the best
with random network coding. tradeoff

It is therefore important to choose an appropriate S12€1h our simulation concerning the packet delivery rate, an 8-

for coded bIogk;, so that a block is sufficiently small, b!"git block size shows the best tradeoff with — 2n, K — 3,
supports a sufficient degree of freedom to generate ran@omizZ

coefficient vectors that are linearly independent of onetsaro ari1t(:I1 [; :7 47;’ Salrn;msit:)?/:/]n r?:u::]z OfT E?e(:k?hgshvﬁg gggei
We have studied how the selection of block sizes affects t - gure. : P

8 . .
performance of Drizzle through both analysis and simutetio %(2 ) to perfor.m ranQOm network coding. In th|s_ case, a
as follows. block may contain multiple symbols when a symbol is smaller

. than 8 bits. For example, a block contains 4 symbols with
The block error rate ;) can be stated as: QPSK modulation, where a symbol has 2 bits. In 16QAM
Pg=1-(1-P)™ (7) modulation, a block includes 2 symbols. Our simulation ltgsu

shown in Sec. VII have further verified the effectivenesswf o

where P, is the bit error rate, andn is the block size in choice of the block size.

bits. Then, the packet delivery rat€q) considering decoding

errors can be expressed as the following: B. Reducing the Overhead of Carrying Coefficients
K /K i K= In Drizzle, it is important to reduce the overhead of com-
Ps= Z <j ) (1= Pp)’ Py (1 - Pp) (8) municating random coefficients from the sender to the receiv
J=n for each coded block. Since the size of the block is small, the

wherej is the received number of blocks without erréf,is number of blocks in a packet will be large (64 blocks in a 512-
the total number of transmitted blocks,is the batch size and bit packet, for example) with a large number of correspogdin
Pp, is the decoding error probability due to linearly dependenbefficients. Regardless of how we carry these coefficidims,
random coefficientsPp decreases as the block size increasesyerhead over wireless channels will be prohibitive.
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Our solution is to avoid the communication of coefficientaetwork coding. In MIXIT, blocks are coded across packets
between the receivers and senders. In Drizzle, the randamd only on the correct symbols. Thus, the header has to
coefficient matrix is pre-generated and kept at both theessndinclude several runs of random coefficients, which generate
and the receivers. In WIMAX, each sender-receiver pair seed large amount of overhead. Assume that the packet size is
to negotiate parameters such as modulation, coding, a®D0 bytes (a typical size in IEEE 802.11 networks) and
transmission power, before the actual data transmission.the batch size is 32 (typical number), with 4 runs. For each
Drizzle, the sender transmits the index of the pre-genérateoded block, a 8.5% overhead is incurred, which is rather
random coefficients matrix that is used for encoding to theibstantial. Usually, with 400 symbols, there are dozens of
receiver, as a part of the session control information (iins at the least, regardless of dynamic programming scheme
HARQ, the session number is also communicated as a pased in MIXIT. Assume that there are 20 runs, which leads
of the session control information). In order to reduce the a completely unacceptable overhead of 42%. Moreover, if
overhead of storing different coefficient matrices for eliint the header is not correctly received, the decoding can not be
batch sizes and different maximum number of retransmissiparformed (with most of the packets discarded). In contrast
blocks, only one coefficient matrix with a minimum sufficienDrizzle adopts a totally different approach by using a pre-
size is stored and used for encoding and decoding. Let desfined codebook, which is only transmitted to the receivers
denote the maximum batch size &5 the maximum number once through reliable channels. There is no header overhead
of retransmission blocks a®, and the maximum number of when coded blocks are transmitted.
cooperating upstream nodes @s Then the dimension of the Another problem in MIXIT is that the feedback
stored matrix isV x M, whereM = N+ D x C. To guarantee (ACK/NACK) has to be reported to the sender via multiple
successful decoding, any x N sub-matrix is produced to be hops through a shared channel, which may generate large
nonsingular. delays, especially when the number of hops is large and the

How can the reliability of index negotiation be ensuredBatch size is small. In Drizzle, the feedback informatioa ar
Wireless systems like WIMAX and 3GPP employ a relitransmitted via separate channels (control channels)s,Ttha
able management/control message transmission mechanigedback messages are transmitted in parallel with the data
Session control information is conveyed using managehich do not generate any delay at all.
ment/control messages, which are protected by the modula-
tion and coding scheme (MCS) level, which is more robust VI. NUMERICAL ANALYSIS
than regular data burst transmission, or reliable errotrobn Beyond intuitive justifications, we seek to offer an in-cept
schemes using HARQ or MAC level ARQ. The Multiple-input '

. .understanding of the performance advantage of Drizzle as
and multiple-output (MIMO) antenna scheme and low dens'%é/O{npared to HARQ, by developing analytical models for both

Bhzzle and HARQ with respect to throughput. For the sake of
fa(i]rness, the same Modulation and Coding Scheme (MCS) is
an o : X

used on both protocols. To facilitate our mathematicalysis)|

we first define the following notations.

i the SNR of each transmission
the SNR of the initial transmission

the index for pre-coding matrix and matri¥{, respectively,
which are pre-generated and kept in the transmitters

receivers. Therefore, the coefficient index can be effebtiv
protected and guaranteed to be successfully distributbdtto
receivers and senders.

. . ) Ul
Upon receiving such an index, the receiver has full knowl- 5 the effective SNR
edge of all coefficient vectors used in future coded blocamfr () mg gza:r’;g: :Zi ﬁﬁzfr"zﬂ/ :‘}]’ ;ng/'cs
; ; : e (7, i i
the ;ender, by looking up the pre-generated matrix. It ie als the ratio of redundancy packet size over
possible to use a seed of a pseudo-random number generator the original packet size (for HARQ)
instead of the index to specify a future sequence of coefiicie k( ) tﬂe maximurftl) ntl)JPberf CX‘ Crﬁt/mérlzissigns _
p(Ni the error probability o under a given;

vectors to be used by the sender. Tielay average transmission time of an ACK/NACK packet

) ) Tout timeout period in the ARQ scheme
C. Computational Complexity and Protocol Overhead Teap transmission time of one packet with the channel capacity

. . . . B the number of successfully decoded bits
As neither base stations nor relay stations have congraint y

. - the time slots occupied for the transmission
with respect to the energy and computational power, we areT

only concerned with the computation overhead at mobi§ Qe a&/:;i?: dtf;r;lgghr))ut(:;:dbeer ge?;rézlggr:ﬁgrggfﬁihe
stations. Modern mobile devices, such as smartphones, hZve~ " ")

abundant memory and computational power. According to tﬁépeCted number of successfully decoded Bss|r, ) to the

results in [30], random network coding is almost “free” wittEXPECted time slotdi(r|r, 7) occupied for the transmission,

modern mobile processors. The coding speed could reach 15283h0wn in the following:

Mbps for 16 blocks of 32 KB each and 348 Mbps for 64 T(r,n) = E(Br,n) )

blocks of 32 KB each. As our block size is as small as a few E(r[r,n)

bits, encoding and decoding are even much faster. Although i

indeed incurs additional computation to some extent, ipkee” Drizzle

the overhead within practical limits. As Drizzle only transmits a barely sufficient number of
Drizzle has a much smaller overhead compared with preymbol-level blocks for each transmission, the throughgut

vious work, MIXIT [7], which also performs symbol-level Drizzle mainly depends on the block error rate. To calculate
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it, we set that the receiver can correctly receivén can be redundancy packets under this situation. We can compute suc
the batch number) linearly independent coded blocks difter tdelays by considering two cases: (1) the delay when the sende
sender transmits a total df coded blocks. We can represenfinally receives the ACK after theth retransmission; and (2)

K as follows: the delay when the sender fails to receive any ACKs before the
K maximum number is reached. Considering the probabilities o
min{K : » (1- Pp(r,m:))(1— Pp) >n}  (10) both cases, the number of time slots is:
=1 %
Pg=1—(1—P.(r,m))™ is the block error rate in Drizzle, — (s —k)(a+ Tout) + Laetay
wherem is the number of bits in one bloc; is the decoding Timeout ; { Teap Teap
error rate due to the linear dependence of random coefficient wp(10) (1 — p( ))}
Therefore, the throughput of Drizzle can be calculated as: Pl pUo
n — Tou T
TDrizzle<r7 77) = =T (11) +(k —k + 1)(0[ + ! )P(Wo)k k+1(17)
K Tcap
B. HARQ What if the packet could not be correctly decoded after the

In [31], it has been indicated that a valid approach fdpaximum number of retransmissions is reached? At first, the

modeling the soft combining in HARQ is to simply add therobability for this situation is:
SNR value after each combining process. Based on that, a k
tractable model was proposed in [31], and extensive siiomlat Prax = [ [ pp(r. (1 + jga)no) (18)
results in [32] also support the model. Cabal. [33] slightly j=0
modified the model and concluded that the ratio of the SNFhe number of time slots for the data transmission in thigccas
increment per retransmission to the original SNB, An/no, _
is proportional toa: An = gang, where the IR coding gain Tmax = 1+ ka (19)
g > 1 is weakly dependent on the modulation and codingnd the NACK feedback delay in this case can be computed
scheme [31], [34], [32]. We adopt this basic model. as:

We seek to provide a general formulation for the HARQ T Tout Telay
throughput, which could represent its performance no matte” NACK — (k+ 1){p(n‘))Twp + (1 =p(m)) Teap } (20)

which coding schemes are used. First, the expected numberrgé total expected number of time slots consumed now

successful decoded bits per time slot is calculated by: becomes:
E k
EBlr,p) =r(1 -] Po(r,(A+jga)me))  (12)  E(rlrp)= > (TDATA + Tack + TTimeout) P;(k)
§=0 k=0
where P, is the packet error rate. We assume one packet +(Tmax + TNACK ) Prmax (21)

contains! blocks in Drizzle. Thus, we have, Finally, the throughput of HARQ can be derived by substitut-

Py(r,n) =1— (1 - Pg(r,n))’ (13) ing Eq. (12) and Eq. (21) into Eq. (9). We note that the number
We assume that the receiver is able to decode the pacRefetransmissions should be kept within bounds in praktica

correctly after thekth retransmission. The probability for thatmplementations of WiMAX, since unlimited retransmissson
is: . are not desirable with respect to delay. On the other hand,

[T=0 Po(r, (1 +qga)mo)  however, if the maximum number of retransmissions is too
Pi(k) = (1= Fy(r, (1 +kga)mo)) - Py (r, (1 + kga)no) limited, packets may become lost, and such packet loss will
] o 14) affect transmission continuity defined as the ratio of the
The number of time slots for the initial packet and redunsymper of dropped packets to the number of data packets
dancy retransmissions is given by: that the sender transmits (excluding retransmissionsg Th
TpaTa =1+ ka (15) probability of losing a packet in HARQ can also be easily

Recall that the effects of ACK/NACK overhead need to beerived: %

Faken into consideration. The delays cal_Jsgd by_such owerhea Pioss = pr(r, (1+jga)no) (22)
include the ACK/NACK packet transmission time and the j=0

delay due to ARQ timeout (when ACK/NACK packets are l0st prom our analytical models, we can clearly see that HARQ

and the sender has to wait for an ARQ timeout to retransmijoyid generate a substantial amount of overhead, while-Driz
Considering the probabilities of both cases, the numben® t zje efficiently utilizes the bandwidth to transmit a suffitie

slots of such ACK delay is given by: number of bits to decode the original packets.
Tout Taela We further sh ical Its t luate th
T :k{ +(1— 79} 16 e further show our numerical results to evaluate the
ACK p(no)Tcap (1= (m)) Teap (16) performance of Drizzle and HARQ. In the evaluation, we

We now consider the situation where the packet has bespply conventional turbo codes, which have been employed
correctly decoded after theth retransmission, but the ACKin WIiMAX. The bit and packet error rates in additive white

corresponding to this successful transmission is lostthear Gaussian noise (AWGN) model are obtained through extensive
delays may ensue because the sender will transmit additiosinulations based on the technical specification document
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B B mm—————— Channel Type Rayleigh fading channel and AWGNI
- p—= I Path Toss Model COST-HATA-23F
5 50 Sampling time 0.1 second
§> Transmitter Power (Base Station 25 dBm
8 = HARQ Transmitter Power (Mobile Station 20 dBm
=19 4 Noise Power -129.5 dBW
g |7 Packet Size 512 bits
2o . Number of Blocks in a segment 64
SNR (dB) Adaptive Modulation used
OFDMA used
Fig. 15. The performance of Drizzle and HARQ based on numerical
evaluation. aThe extended HATA model to 2GHz by the European Cooperative fo
[35]. With respect to parameter settings in our simulationscientific and Technical (COST) research.
the ARQ retransmission timeout period is set to 65 TABLE |

SIMULATION PARAMETERS.

milliseconds. In HARQ IR, we set the maximum number of
retransmissions to b& and the corresponding optimal size of
redundancy packets based on the results in [33]. We set the
packet size as§12 bits and the block size & bits.

Fig. 15 shows the numerical throughput performance of
Drizzle and HARQ in single-hop transmission. Clearly, Briz
zle outperforms HARQ.

o

o
©
@

o
©

o
©
@

[—Drizzle B HARQ -© SOFT]

o
)

Packet Delivery Rate

0.750 . . . . . . .
8.03 0.035 0.04 0.045 0.05 0.055 0.06 0.065
Bit Error Rate

VIlI. PERFORMANCEEVALUATION

We are now ready to resort to extensive simulations to study
Drizzle’s performance. For this purpose, we take advantdge
the latest communication toolbox in MATLAB for simulation
implementation. MATLAB is efficient for evaluating the per-
formance of physical-layer protocols, and it is well degign

(a) Packet Delivery Rate

Throughput (Kbps)

to simulate physical layer designs in multi-channel wissle 2007 [—Drizzle 8 HARQ ©-SOFT] 9
networks with fading channel characteristics, modulatend 100 ‘ ‘ ‘ ‘ ‘ ‘ ‘

.. . . y 8.03 0.035 0.04 0.045 0.05 0.055 0.06 0.065
soft decision values. To be realistic, we evaluate Drizzle Bit Error Rate

performance in WiMAX networks, where the practical setsing (b) Throughput
of a real-world WIMAX network configuration are adopted. rig. 16. Packet Delivery Rate and Throughput with a range BR&

A. Simulation Settings perform the simulation that all three protocols are used to

In our simulations, WiIMAX networks are simulated aC_transfer a large file between a base station (BS) and a mobile

cording to typical parameters defined in the IEEE goz2.1{aton (MS) in the downlink. In this experiment, we are

. . interested in two performance metrics: the packet delivery
standard [1] and WIMAX system evaluation methodolo . .
[4] A g}/ate (calculated as the fraction of transmitted packetsdha

released by WIMAX forum [36]. The simulation parameter rrectly delivered to the receiver), and the throughpit. F6

in rdin h W ments are li ineT: ﬁ . :
settings according to these two documents are listed ine af ows a performance comparison among Drizzle, HARQ and

I. In particular, we have used mobility patterns that refle . -
b y P OFT under various BERs. The performance with respect to

realistic parameter settings in a practical wireless emvirent. . . A .
To evaluate the performance, we compare Drizzle with HAR cket delivery rates IS shown in Fig. 16(a), and Fig. 16(b)
shows the corresponding throughput for all three protocols

the predominant error control protocol in WiMAX and LTE), ' .
(the p P )From the results, we could easily observe that Drizzle's

and SOFT from previous work [18] proposed in the settin . .

of IEEE 802.11 npetworks. With Ees]pepct ?0 HARQ, we adopaaCket delivery rate (average: 0.99) is higher than both BAR

the type-Il HARQ which perform®acket Soft Combinini (average: 0.97) and SOFT (average: 0.91) by 1.89% and 9.14%
-~ . s . respectively. The performance gain becomes more sulmtanti

transmissions and employdterbi Soft Decision DeCOdmgo\Nhen throughput is considered. Drizzle outperforms HARQ

using soft decision values. In the multi-path transmissi . L
. : : N : nd SOFT by 33.6% and 55.8%, respectively. This is because
scenarios, maximal ratio combining is performed in HAR rizzle is designed to fightly integrate with the WIMAX

With respect to SOFT, we have simulated the protocol to t . - . o

best of our knowledge according to all the available detal E‘%S't%altl"g?r flor etf?ment bandwﬁth ;t'!'dzt?]t'on' Du;ﬂr')et "

presented in [18]. We focus on three typical communicati ct that Lrizzle ukl)lzels Scaf;.ce an Wlb vefry © E)C'ign

scenarios of WIMAX: single-link transmissions, handove?gy transmitting & barely su |<_:|ent number ot Symbols to

and multi-hop transmissions on both uplink and downlink. recover the error pgcket, as dlscgssed in Sec. 1lI-B, a §mal|
performance gain in packet delivery rate can result in a
large throughput performance gain. These improvements are

B. Drizzle in Single-link Transmissions supported by the efficient use of available wireless banthyid

As a starting point, we first evaluate the performangdue to adaptive retransmissions in Drizzle.
of Drizzle in a basic, single-link transmission scenarioe W Although the observed performance improvement is quite
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600

" [—Drizzle = HARQ & SOFT] 800

' [—Drizzle -5 HARQ -O- SOFT]

Throughput (Kbps)
Throughput (Kbps)

L L L L L L L L L L
0 o 2 30 4 50 60 70 80 90 100 0 100 200 300 400 500 600 700 800 900 1000
Time (Second) Time (second)
Fig. 17. Throughput in a single, time-varying wireless linkhamobility. (2) Downlink throughput

None handover 500

@éegion

Handover
region

" [—Drizzle & HARQ-©- SOFT

Throughput (Kbps)
&8
2

® BS

¥ MS 100

. . . . . . . . .
100 200 300 400 500 600 700 800 900 1000
Time (second)

(b) Uplink throughput
encouraging under stable channel conditions, we focus m@f& 19. Throughput comparison in the WiIMAX handover scamari
on the performance under realistic wireless environmeitts w
fluctuating channel conditions. To evaluate the perforreasfc downlink throughput at the destination for all protocolsrfr
all three protocols, we run the simulation under the folluyi 1000-second simulations. The average throughput resudts a
scenarios. One MS moves around the service area of a &P Kbps (downlink) and 352 Kbps (uplink) for Drizzle, 351
randomly. Its initial speed (in km/h) and direction (in degs) Kbps (downlink) and 303 Kbps (uplink) for HARQ, 259 Kbps
are generated with a uniform distribution 6f[10,80] and (downlink) and 237 Kbps (uplink) for SOFT. In this scenario,
U[0,360], respectively. The MS will change its speed anf® improvement with Dnz;le reaches 44% and 95% over
direction after a certain amount of time with an exponentiZlARQ and SOFT, respectively, on downlink transmissions.
distribution, with a mean value of0 seconds. The new At the same time, Drizzle outperforms HARQ and SOFT by
speed is uniformly generated with[10,80] if the current 38% and 50% on the uplink. Such a throughput advantage
speed is belowl0 km/h; otherwise, it is obtained usingShould be considered substantial by any standard.
Ulv — 10,v + 10], wherev is the current speed. The new With the objective of becoming even more realistic, we
direction is obtained from a Gaussian distribution with thgeek to extend our performance evaluation to a large scale
mean as the current direction, and a standard deviation of $gnario. In the cellular system described previously, eteas
degrees. The initial location of MS is randomly chosen in tHarge number of MSs active in the service region concuryentl
service region. The design of this simulation scenario aons The arrival process of new MS connections in each cell is
provide realistic time-varying channel conditions. Marep assumed to be a Poisson process with a mean of 5 connec-

we apply multi-path Rayleigh fading in the transmissioncsi tions/cell/second. The MS active time duration is expoiadit
the MS keeps on moving. distributed with a mean of 100 seconds. Every active MS is
Fig. 17 shows the downlink throughput performance dhoving around the service area using the same way as the
all three protocols. We observe from the results that Drirévious simulation. We run the simulation for 1000 seconds
zle’s throughput (average: 485.95 Kbps) performs Suhaﬂ@nt and the downlink throughput at the MSs is examined. From
better than both HARQ (average: 381.27 Kbps) and SOMfe results, there are a total of 95,010 MSs that have ever bee
(average: 336.95 Kbps). This observation coincides with o@Ctive in the service area during the simulation time, with 4
intuition and is not a surprise: it shows Drizzle's ability t MSS active simultaneously in each cell on average. Fig. 20
adaptively match its transmissions to the available badtiwi Plots the CDF of the average throughput for both uplink and

in time-varying channels, which helps in maintaining highedownlink transmissions, considering all active MSs in the
throughput. simulation. Not surprisingly, Drizzle outperforms HARQdan

SOFT by 50% and 100% respectively on the downlink with

respect to the average throughput, due to its effective @ise o

bandwidth and the advantages of random network coding in
We next try to identify the potential performance gairmooperative transmission. Further, Drizzle beats HARQ and

offered by cooperative transmissions in Drizzle in the WIKIA SOFT by 56% and 62% respectively on uplink transmissions.

handover scenario, as compared to HARQ and SOFT. Our

evaluation is performed under the following scenarios.

total of 19 BSs are deployed in the service area. The ¢

sites are laid out as shown in Fig. 18, in which the MS Finally, we illustrate the performance advantage of DezzI

is allowed to move around in the service area as the sagenerated by botladaptive retransmissiomnd cooperative

fashion in the single-link case. At the handover region M& transmissionin a WiMAX multi-hop transmission scenario.

is able to enjoy the multi-path communication and perforim order to extend the coverage area of a cell, relay stations

cooperative transmissionFig. 19 shows both uplink and (RSs) are placed within the border of the radio ranges of BSs.

Fig. 18. Simulation setup in the WiIMAX handover scenario.

C. Drizzle in the Handover Scenario

A
B Drizzle in Multi-hop Transmissions
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Fig. 20. Throughput performance in a large-scale handowaras®.

HARQ, as well as a 1.8x gain over SOFT in the downlink.
Further, Drizzle performs better than HARQ and SOFT by
62% and 100%, respectively, in uplink transmissions. This
confirms and highlights the benefits achieved by Drizzle in
the multi-hop scenario, which is one of its design objective

VIIl. CONCLUDING REMARKS

In this paper, we have explored the use of network coding
Fig. 21. Simulation setup in the WiMAX multi-hop scenario. in the physical layer of mUIti'Channel wireless netvvorks-
) ) o o . Readers do not need to be reminded about the importance
The simulation scenario is shown in Fig. 21, where a relbfivest st,dying multi-channel wireless networks using physica
large multi-hop network is considered. The MS in the simulgsyer designs based on OFDMA: they represent the future
tion could communicate either directly with BS, or indidgct generation of high-bandwidth wireless access technaogie
with BS through multiple hops connected by RS, as shown I ihe momentum of both WiMAX and 3GPP LTE can
Fig. 21 as an example. A similar evaluation is performed withe onstrate. Previous work in the literature has — almost
the same setting as our simulation in the first handover caggmnout an exception — focused on IEEE 802.11 wireless
where an MS randomly moves around and perfoadaptive nenyorks with multiple hops, which uses a shared, single
retransmissiorand cooperative transmissioas long as such \yiraless channel. and a plain ARQ design in its MAC layer.

opportunities are explored. As shown inOFig. 22, "‘;e ODSery®,iti-channel wireless networks use Hybrid ARQ, which is
from the results that Drizzle obtains 32% and 77% averaggie to retransmit additional redundancy to help successfu

throughput improvement over HARQ and SOFT respeg:tivelyacket decoding at the receiver. The highlight of this paper
on the downlink. The performance gains reach to 56% apd o conclusion that, when network coding is used at the
85% on the uplink. This demonstrates the ability of Drizzle tgy o) evel, Drizzle is able to outperform even HARQ, which
fully utilize available wireless spectrum in the multi-hopse. g highly optimized in existing physical layer designs (sas
Finally, we consider the case of a large-scale mu'“'h(WiMAX).

network, with the same simulation setup as in the largeescal e intuition that Drizzle is able to outperform HARQ (not
handov_er scenario. The maximum number of hops is I|m|tedlt8 mention existing work in 802.11-based networks) is quite
be 3. Fig. 23 presents the CDF of the throughput from 100ipie to narrate: as its name implies, Drizzle allows the
second simulations. As expected, Drizzle outperforms HARQ qer to retransmit a barely sufficient number of symbols

and SOFT, and again by a substantial margin. In particulgfa; have not been successfully received at the receiver, an
Drizzle achieves a 80% higher throughput on average Ovgk receiver is able to hold the “bucket” until it is full of

coded blocks, as if they are very fine “rain drops.” Even
better, the receiver can receive these blocks from more than
one sender, with perfect collaboration across differentises,

as multi-channel wireless networks create a large number of

— Drizzle -5 HARQ -©-SOFT]

4

goq o o opportunities on multi-path transmissions. Since theseén“r

gzoo ' %6@5 drops” are sufficiently small, there would be minimal waste
. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ of wireless bandwidth provided by the physical layer. As our
0 100 200 300 400 SO0 ens 700 800 900 1000 extensive simulation results have shown, there is no sepri

in our intuition: Drizzle is able to outperform both HARQ and

(a) Downlink throughput . . . ]
related work in the literature by a substantial margin.

" [—Drizzle & HARQ © SOFT

N
o
=]
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