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Abstract—In multimedia applications such as IPTV, it is nat- strategies are not implemented, the conflict among stregamin
ural to accommodate multiple coexisting peer-to-peer streaming gverlays may not be resolved satisfactorily.
overlays, corresponding to channels of programming. With coex- In this paper, we seek to design simple, decentralized,

isting streaming overlays, one wonders how these overlays may ef- . . . .
ficiently share the available upload bandwidth on peers, in order but nonetheless effective tactical strategies to resailerent

to satisfy the required streaming rate in each overlay, as well as to conflicts among coexisting streaming overlays. Much irepir
minimize streaming costs. In this paper, we seek to design simple, by the seminal work of the Nobel Prize winner Thomas
effective and decentralized strategies to resolve conflicts amgn Schelling“The Strategy of Conflict;we believe that it is best
o e i s harssres e e Shcomyaoag 10 Characeize such Gonfics n 2 game theoretic setin, a
gollection of dynamic auétion games, in which downstream peers with Qynam|c auction game§uch gameg evolve over. time,
submit bids for bandwidth at the upstream peers. With extensive and involve repeatedwuctionsin which bids are submitted
theoretical analysis and performance evaluation, we show that by competing downstream peers from different overlays to
the outcome of these local games is an optimal topology for eachthe same upstream peer. In these dynamic auction games, an
overlay that minimizes streaming costs. These overlay topologlesupstream peer allocates its upload bandwidth based on bids
E\éﬂlc\i/\;eviciﬂd a?%af:);rfobé) eer dynamics, fairly share peer upload from downstream peers, and a downstream peer may optimize
, prioritized. ) ; .

and place its bids to multiple upstream peers, and substéguen
compete in multiple auctions. Each of these auctions idlipca
administered, and leads to cleanly decentralized stegeqi

With extensive theoretical analysis and performance evalu

Peer-to-peer streaming applications have recently becotin using simulations, we show that these decentralizetkga
a reality in the Internet, in which large numbers of peetheoretic strategies not only converge to a Nash equilitoriu
self-organize into streaming overlays. It is natural to -corbut also lead to favorable outcomes: we are able to obtain an
sider multiple coexisting streaming overlays (sessioms) optimal topology for each coexisting streaming overlaythie
such applications, each of which corresponds to a chansehse that streaming rates are satisfied, and streamirsgacest
of television programming or live events. Generated with minimized. These topologies of coexisting overlays evalnd
modern codec such as H.264, each overlay distributes a lagapt to peer dynamics, fairly share peer upload bandwidth,
media stream with a specific streaming rate, such8@s and can be prioritized. In contrast to existing game théoret
Kbps for a Standard-Definition stream ah@00 Kbps for a approaches that are largely theoretical in nature, we show
480p 848 x 480 pixels) High-Definition stream. To meet suchthat our proposed strategies can be practically implendente
exactingdemandsof bandwidth that have to be satisfied ain realistic streaming overlays. Indeed, our focus in tliper
all participating peers, a streaming overlay relies onlalsé¢ is not on reasoning about the rationality and selfishness of
upload bandwidtisuppliesof both dedicated streaming serverpeers, nor on incentive engineering to encourage coniwitut
and regular participating peers. Smooth streaming pldybad/e seek to devise practical strategies that may be realigtic
is not possible unless sucsuppliesmeet the demand for implemented, and use game theoretic tools only to faalitat
streaming bandwidth. the design of such conflict-resolving strategies.

It only becomes more challenging when coexisting stream-The remainder of this paper is organized as follows. In
ing overlays are considered, sharing the available uplaadb Sec. Il, we present our network model and motivate the design
width in the peer-to-peer network. Consider a typical sdena of distributed auction games. In Sec. lll, we discuss initieta
where multiple peers from different overlays are in conflidghe bidding and allocation strategies, prove their coreeceg,
with one another, competing for limited upload bandwidth and then discuss their practical implementation issues. ISe
the same streaming server or upstream peer in the netwdskdedicated to an in-depth study of the proposed strategies
Apparently, the allocation of such upload bandwidth needs realistic settings, with respect to interactions of nmlét
to be meticulously mediated with appropriate strategiashs dynamic streaming overlays. We then discuss related watk an
that the streaming rate requirement of each overlay isfigatis conclude the paper in Sec. V and Sec. VI, respectively.
at all participating peers. It would be best if, at the same
time, fairness or prioritization can be achieved acrodeint Il. MopDEL
overlays, and certain costs of streamirgg(, latencies) can In this paper, we consider multiple coexisting streaming
be minimized. It goes without saying that if such tacticabverlays, each consisting of streaming servers and paatioig
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Fig. 1. Two concurrent peer-to-peer streaming overlays:amele. Fig. 2. Decentralized auction games in the example streamiagays.

peers. Each server may serve more than one overlay, whik® of which are marked: auctioh at v; with 5 players3!
each peer may also participate in multiple overlays. In eagbeern3 in overlay1), 5, 52, 6! and62, auction2 at v, with
streaming overlay, participating servers and peers forneshm 4 players4?, 5', 52 and 7!, respectively.

topology, in which any peer is served by iipstreampeers

(servers can be deemed as special upstream peers), and may I1l. THE AUCTION GAME

serve one or mordownstreanpeers at the same time. Fig. 1 Wi q he all . K
shows an example of two coexisting streaming overlays, each e are now ready to propose the allocation strategy taken

with two streaming servers and four participating peers. yan L_Jpstr_eam peer, and_ the bidding strategy by downstream
Let S denote the set of all coexisting streaming overIayQ.eerS In d|str|bu_ted auction games. We show these game-
The topology of each overlay € S can be modeled as atheoretlc strategies can be readily implemented in pralctic
directed graphG, = (V.,\., A.), whereV, is the set of streaming overlays, and analyze their convergence to a Nash
s S S S/ S

servers serving overlay; \V, represents the set of participatingequ'l'b”um'

peers, and4, denotes the set of application-layer links in )

overlay s. Let R, be the required streaming rate of thé\ Allocation strategy

media stream distributed in overlay Let V be the set of all | auctioni, the seller, upstream peéraims to maximize
streaming servers in the networke, V = UsesVs, and N jts revenue by selling its upload bandwidth at the best

be the set of all existing peerise., N = UsesNs. U; denotes prices. Given bids;; = (pj;,z{;)'s from all the players;®

the upload bandwidth at peéy Vi € V UN. Realistically, (v : (i,j) € A, Vs € S), upstream peei’s allocation

we assume that the last-mile upload bandwidth on each pggategy can be represented by the following revenue maxi-
constitutes the “supply” of bandwidth in the overlays. We afmjzation problem. Hereqs; (5 : (i,j) € A, Vs € S) is the

not concerned with insufficient peer download bandwidth, &andwidth share to be allocated to each downstream joiger
it is not possible to achieve required streaming rates i® casach competing overlay.

of such lack of bandwidth, with any solution. Allocation i:

Each upstream peer Vi € V U N, organizes alynamic
auction gamereferred to as auctiom, in order to mediate max Y Y pja; (1)
competition for itsupload bandwidth— the “goods” for sale, 5€8 j:(4,5) EAs

with a total quantityU;. The players in auction are all the subject to
downstream peers of peeiin each overlay it participates in. s _
Let j* represent peey in overlay s. The set of players in 2eses 2ujtigyess Uy < Ui
auctioni can be expressed d3°,Vj : (i,7) € As,Vs € S}.
A player j° may submit its bids to multiple upstream peers sych an allocation strategy can be achieved in the following
in their respective auction games. In case a downstream pgghion:
j participates in multiple overlays, it is viewed as multiple Upstream peet selects the highest bid price,g, p;; from
players, each for one overlay. player j*, and allocates bandwidth$; = min(U;, «3;) to it.

The dynamic auction games at the peers are repeateflfen if it still has remaining bandwidth, it selects the seto
carried out over time. In eadbidding roundof auction game pighest bid price and assigns the requested bandwidth to the
i, each player submits its bid to pegreclaring its requested corresponding player. This process repeats until pedras

share of upload bandwidth, as well as the unit price itisimgll gjocated all its upload capacity, or bandwidth requestsnir
to pay. The upstream peethen allocates shares of its uploady)| the players have been satisfied. 0
capacityU; to the players based on their bids. L€t denote _ _
the upload bandwidth that playgt requests from peer and The_ above allocation strategy can be formally stated in the
p;; denote the unit price it is willing to pay to peér The following formula:
bsldior rs)laygr]S in auctions can be represented a2duple a3, = min(z3,, Us — Z afl/@')ﬂ
bij = (pijvxij)'

Such a distribute game model can be illustrated with the
example in Fig. 2. In the example, there &rauction games, Vj:(i,j) € As,Vs € S. (2)

0 <af; <y, Vi (i,j) € As,Vs € S.
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B. Bidding strategy which the height of each bin represents the marginal cost for
In each overlays € S, a peerj may place its bids to player;® to stream from each upstream peefo fill water at
multiple upstream peers. As a common objective, it wishéstotal quantity ofR, into these bins, the bins with the lowest
to acquire the required streaming rate for the overlay, ah§ights are flooded first, until all bins rgach the same water
experience minimum costs. We consider two parts of cod@yel- Then the same water level keeps increasing untihall t
when peerj streams from peet in overlay s: streaming cost Water has been filled in. o
— denoted by streaming cost functid; («f;) — represents Theorem 1.Given bid pricespy;, Vi : (i, j) € As, the water-
the streaming latency actually experiencedjbypidding cost f'”'n_g approach obtains aunique optimal requested bgnd_md
— calculated byp;,z;; — represents the bid pegrsubmits @ssignment at playey”, i.e. (¢, Vi : (i,j) € A,), which is
to peeri in overlay s. The bidding cost reflects the degree of€ unique optimal solution to the problefidding j*.
competitionand demandfor bandwidth in the auction games Due to space constraints, interested readers are referred t
at upstream peers. The overall cost at plajeis the sum of OUr technical report [1] for a complete proof of Theorem 1.
the two parts from all its upstream pee¥s,: (i, j) € As. 2) Price adjustmentsThe next critical question to address
In this way, the preference for playgt in deciding its bids is how each player is to determine the bid price to each of
in the auctions can be expressed by the following cost mirs Upstream peers. A price adjustment scheme is desigmed fo
mization problem. Practically, we assume cost functigrjs this purpose, by which each player tactically adjusts itsesr
are non-decreasing, twice differentiable and strictlyveon  in participating auctions based on bids placed by its opptsne

Bidding j*: in the previous bidding round.
When player;j® first joins the auction at an upstream peer
min Z (Dj;(xi;) + pijxi;) (3) i, it sets its bid pricep; to 0. Together with its prices
i:(4,5) €As towards other upstream peers in overlgyit calculates the
subject to current optimal requested bandwidth assignment with the
Diijyea, Tij = R, (4) water-filling approach and then sends its bids to upstream
ag; > 0, Vi:(i,5) € A, (5) Peers. After upstream pegallocates its upload capacity with

the allocation strategyit sends allocated bandwidth values to
The bidding strategy of playey® consists of two main corresponding players. Upon receiving an allocated baattivvi
components: bandwidth requests and price adjustments. player;® increases the corresponding bid price if its “demand”

1) Bandwidth requestsif the bid pricesp;;'s are given, the is higher than the “supply” from the upstream peer, and
requested bandwidths at play€rtowards each of its upstreamotherwise decreases the price. Meanwhile, it recompuses it
peers in overlay, i.e, z3;,Vi: (i,7) € As, can be optimally requested bandwidth assignment for all its upstream peigits w
decided by solving the probleBidding j°. This can be done the water-filling approach. Such price adjustment is ceroiat
efficiently with a water-filling approach, in which playgf in an iterative fashion, until the player's bandwidth respse
acquires the required streaming rag by requesting from may all be granted if the new prices are bid.

upstream peers that incur minimum marginal costs: Using the water-filling approach as a building block, the
Let /7 (x) denote the overall cost at playgf, i.e., f7(x) = price adjustment scheme is summarized intifugling strategy
Yiijyea, (D (i) +pjsai;). The marginal cost with respectio be carried out by playei in each round of its participating
to x3; is dj;ég) _ D;j(x;?'j) + p;. Beginning withz$; = 0 auctions, as presented in Table I.
CYT e A . TABLE |
(Vi : (i,j) € As), the player identifies one;; that achieves BIDDING STRATEGY AT PLAYER j°

the smallest marginal cost and increases its valueDAg z;; )
is strictly convexD;j- (zj;) increases with the increase of;. _ ]
The player increases the; until its marginal cost is no longer | 1. Receive allocated bandwidtas; from all upstream peers
the smallest. Then it finds a new; with current smallest
marginal cost and increases its value. This process repeats

until the sum of allj;’

i,Vi: (i,5) € As.
2. Adjust prices and bandwidth requests by:
Repeat
(a) For each upstream pegr
— If zj; > aj;, increase price;; by a small amound;
- If 23; <aj; andp;i; > 0, decrease pricg;; by ¢.
(o) Adjust requested bandwidth assignmefat;;, Vi
(,4) € As) with the water-filling approach.
(c) For each upstream pegr
— Calculate new allocatiom;; that can be acquired fron
i if the current pricep;; is bid, based on Eqn. (2), with querig
bids of some other players in the previous round of auctio
Until: all requested bandwidths;;'s, are to be achieveq
with current prices;’s, i.e., «j; < ai;,Vi: (i,7) € As, and
pricesp;;'s are the lowest possible to achieve it.
3. Submit new bidsh;; = (pj;,i;),Vi : (4,5) € As, tO

Fig. 3. Bandwidth requesting strategy at playér an illustration of the respective upstream peers.
water-filling approach. 4. Go to 1.

The water-filling approach can be illustrated in Fig. 3, in

s (Vi: (i,7) € A) reachesR;. O
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We next briefly remark on the computation and messagifigne action profile taken by player is a vector of bids, in
complexity of implementing the bidding strategy. which each component is the bid to place to one upstream peer.
First, although the requested bandwidthg's are to be Formally, the set of action profiles for playgt is defined as
recomputed each time the prices change, the water-filling ap s S s s L. ..
proach does not need to be executed from the very beginning. 5 = {Bj|Bj = (bij, Vi (i,j) € As),
To illustrate this based on Fig. 3, when the prigg to up- b5; = (pj;,x5;) € [0,+00) x [0, R], Z xi; > Re}. (7)
stream peef is raised, the water level of its corresponding bin i:(6,5) €A,

(i.e, marginal cqst forz:fj) rises; when the price is dgcreasedThen’ let B denote the bid profile in the entire netwoile.,
the water level is lowered. Thereforej; corresponding to aeﬁ = (B5,¥j € N.¥s € S) € x,.I'. The preference

raised bin is reduced while that of a lowered bin is increas : . L : :
in order to achieve a same water level again. Such Ioc&fatlon 5 for plgyerj can be defln.ed-by the folloyvmg

diust ts ofs.’ i itud d ; ve | erall cost function, which is the objective function ineth
2ojmu;ur?:t?of1 (c))vgr;ee;rg small in magnitude, and involve OWprobIemBidding #in (3)

Second, to calculate t_he new achievable a_llocatzixjp Cosg(B) = Z (ij(xfj)+l'fjxfj)- (8)
playerj° needs to know bids placed by some of its opponents i:(4,)) €A
in the previous bidding round in auctian Instead of asking Therefore, we say two bid profileB = B’ if Cost/(B) <
upstream peer to send all received bids, player can ost (B ' ~J =
query such information gradually only when necessary. ff ﬁ( ) _ _ ) ‘
p;; is to be increased, it asks for the bid of opponent Definition 1. A bid profile 5 in the network,5 = (B7,Vj &
whose pricepf;n is immediately higher thap;; in auctioni. Ns, Vs € 5) € x;s[5, s fegsmle if |t§ bandwidth requests
While ps. is still below s, playerj*’s achievable bandwidth further satisfy upload capacity constraints at all the upatn

1] m?

[ . eers,i.e,,
is unchanged; only whemp;; exceedsp;,,, its achievable P
bandwidth is increased tz;{m and playerj® queries upstream 2 oses Zj:(i,j)eAs zj; <U;, VieV UN.
peer: again for the bid containing a price immediately hlgherWhen a bid profile is feasible, from the allocation strategy

than the current value oy;. Similar bid inquiries can be qiso ssed in Sec. III-A, we can see the upload bandwidth

|mp|emente_d for t.he case thaf; is to b.e reduced. _In this .aﬁlqlocations will be equal to the requested bandwidths.

way, the price adjustments can be achieved practically wit .~ ) i

little messaging overhead. Using B to representjctlon profiles of all players other
The intuition behind the bidding strategy is that, eacthan playerj® in Z, i.e, Bf = (B,vm* € T\ {j*}), we

player places different bid prices to different upstreararpe have the following definition of Nash equilibrium.

considering both the streaming cost and the overall demabdfinition 2. A feasible bid profile B* = (B5*,Vj €

at each upstream peer. If the streaming cost is low from @A,Vs € S) is a Nash equilibrium of the extended game

upstream peer, the player is willing to pay a higher price am@ayy(Z, (I'3), (7)) if for every playerj® € I, we have

strives to acquire more upload bandwidth from this peer. QIbs?(B;*,E??*) < Cosg(B;s,Evj*) for any other feasible bid

the other hand, if the bandwidth competition at an upstre file B/ — (B;S,E/j*).

peer is intense such that the bidding cost becomes excessw?N t show th fth tended ‘ h
the player will forgo its price increases and request more ''c N€Xt SNOW Ihe convergence of the extended game lo suc

bandwidths from other peers. At all times, the marginal cofp equ_ilibrium. We.focus on fe.asible streaming scenarios as
of streaming from each upstream peer is kept the same,scji%ted in the following assumption:

achieved by the water-filling process. Assumption 1.The total upload bandwidth in the peer-to-peer
network is sufficient to support all the peers in all overlays
C. Convergence analysis stream at required rates.e., there exists a feasible bid profile

The distributed auction games in the coexisting streamiffly the peer-to-peer network.
overlays are carried out in a repeated fashion, as these &heorem 2. In the extended gaméiexy(Z, ('), (7)) in
dynamic gamesThey are correlated with each other as eaahhich distributed auctions are dynamically carried out twit
player optimally places its bids in multiple auctions. Atical the allocation strategy in (2) and the bidding strategy irblEa
question to investigate i®oes there exist a stable “operatingl, there exists a Nash equilibrium under Assumption 1.
point” of the decentralized games, that achieves efficientFor a detailed proof of Theorem 2, interested readers are
partition of network upload bandwidthd® what follows, we referred to our technical report [1] due to space conssaint
seek to investigate the convergence of the dynamic resourcne next theorem shows that at equilibrium, the upload

allocation from the global point of view. _bandwidth allocation in the network achieves the minimarat
We consider upload bandwidth competition in the entirgs the global streaming cost.

network as oneextendeddynamic non-cooperative strategi
game (referred to as$7eyxy), containing all the distributed
correlated auctions. The set of players in the extended ga
can be represented as

CTheorem 3. At Nash equilibrium of the extended game
Fﬁ%xt@, (I'$), (3)), upload bandwidth allocation in the
entire network achieves streaming cost minimization, as
achieved by the following global streaming cost minimati

T =1{j°VjeN;VseS} (6) problem:



peer synchronizes its bid updates across its own download
links in each overlay. No synchronization is required among

. S S
mmz Z ‘ Z D7 (y3;) ©)  gifferent upstream or downstream peers.
€S JEN i:(6.5) €A, 2) Peer dynamics:In a practical network, the players in
subject to each auction may change dynamically, due to new peers

joining the network, existing peers switching upstreamrpee

2ses Zj:(i,j)eAs vij < Ui, W’ €VUN, (10) or peer failures and departures. Our asynchronous implemen
Ditipea, Yi; = B, VjeN;,Vs€S, (11) tation design can readily adapt to all such dynamics.
y5; > 0, V(i, ) € As, Vs € S(12) When a new peer joins a streaming overlay, it initiates bid

prices towards all known upstream peer$ @nd calculates its
initial bandwidth requests. Then it sends bid to each ugsire

Tgfa_oremf 3 chan ll)eproven bY showing _th_at_the_ set E;bK eer from which it requests a non-zero bandwidth. Simijarly
conditions for the global streaming cost minimization b in the case that an existing peer in an overlay decides to

is the same as that satisfied by the equilibrium bid profiﬁd at a new upstream peer, it initializes the bid pricedto

B = ((pif, 2i7),V(i,j) € As,¥s € S), and the equilibrium ¢, tes requested bandwidth together with those to other

bid prices at each upstream pee(i.e, pi;,vj : (i,j) € épstream peers, and then forwards its bid to the new upstream

AS’VS. < ‘Z) hg\ée ;he sa}medvalue as the Lagrgnglfg mulpph eer. In this way, new peers can immediately participatéeén t
associated with the upload capacity constraint (10) at pee respective auctions,

Again, interested readers are referred to our technicairtep When a peer fails or departs from an overlay, its upstream

[1] for the detailed proof of Theorem 3. From Theorem 3, Wﬁeer(s) can detect this based on the broken connections; whe

éan (Ijlerlve;heNfollrc])wmg_lc_:;)r_ollary:h bid ori h a peer quits the auction at an upstream peer, the upstream
oroflary. At Nash equilibrium, the bid prices to eac Up'peer will not receive its new bids within the time boufid

stream peeri from all competing plqyers thatvare aIIocgtedIn either case, a corresponding upstream peer allocateadipl
non-zero t_’aanY'dths are the samiee, 37, plf = tf if bandwidth in a new round to the bidding peers only, naturally
wi; > 0,95 (i, j) € As, Vs € 5. _ excluding the departed peer from the auction game. At the
. Th|s_corpl_lary can also pe lnt_umvely llustrated: If a pix downstream side, after detecting the failure or departdre o
in auction: is paying a price higher than some other pIayea{n upstream peer, or discovering that an upstream peer can no

who is also allocated non-zero bandwidth, the former c ger provide new media content of an overlay, a downstream

always acquire more bgndwdth from th_e I_atter with a p”fﬁeer simply excludes it from its bandwidth request caldoifat
lower than its current price. Thus at equilibrium, when ne o

can unilaterally alter its price, all players must be payihg

same price. IV. PRACTICALITY OF PROPOSEDSTRATEGIES:

AN EMPIRICAL STUDY

We dedicate this section to in-depth investigations of how
the proposed auction strategies perform in practical seena
?Jsing simulations under real-world asynchronous settings

. the focus of this study is to show that, as an outcome of
be considered:

1) P h With diff . q 4)ur proposed strategies, coexisting overlay topologies ca
) Peer asynchronyWith different processing speeds an airly share network bandwidth, evolve under various nekwo

message passing Ia_tencies, peers in real quld are inl}erea namics, and be prioritized.
asynchronous. As bids and allocated bandwidth updates may
arrive at each upstream or downstream peer at differenstime o
each auction is carried out in a completely asynchronofls Limited visibility of upstream peers
fashion. In Assumption 1 of our convergence analysis in Sec. IlI-C,

In our design, bids and allocation updates are passed Wwg assume that upload capacities in the network can be fully
messages sent over TCP, such that their arrival is guachntadilized to support all the peers to stream at required rates
In each auction, the upstream peer allocates bandwidthiafteThis is generally achievable when each peer knows a lot of
has received new bids from all its existing downstream peesther peers in each overlay it participates in. However, in
in all the overlays it participates in, or a timeout valig,has practical scenarios, a peer only has knowledge of a limited
passed since the previous allocation. If a bid does notearrimumber of upstream peers in each overlay. We now study the
before the timeout, the upstream peer assumes the corcesp@onvergence and optimality of the proposed strategiesdh su
ing downstream peer is not interested in requesting baridwigbractical cases. Theetof all known upstream peers to a peer
from itself in this round. Similarly, at each downstream peas henceforth referred to as thgstream vicinityof the peer.
in each streaming overlay, it starts its price adjustmemt an In our investigations, peers in each upstream vicinity are
requested bandwidth reallocation after all allocated ladith randomly selected by a bootstrapping server from the set of
updates have arrived from all its requested upstream peersall possible upstream peers. We seek to answer the following
time T' has passed since the last time it placed all the bidsquestions with empirical studies. First, what is the appete

In this way, each upstream peer only needs to synchrongee of the upstream vicinity, such that the required stiegm
its allocation across its own upload links, and each dowastr rate can be achieved at all peers in an overlay? Second, if the

D. Implementation concerns

Towards a practical implementation of the distributed au
tions in realistic peer-to-peer networks, two scenaricsdn®
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Fig. 4. Outcomes of distributed auctions in networks of défe sizes, and with various numbers of upstream peer caediita the upstream vicinities.

upstream vicinity is smaller, do peers need to bid for moiadependent of network sizes, and only a very small number
rounds before the auction games converge? Finally, if anctiof upstream peers are actually selected, which leads teespar
game strategies are used with upstream vicinities of lanit®verlay topologies. Both are good news when our game
sizes, how different is the resulting topologies from the®n strategies are to be applied in realistic large-scale nésvo
achieved when upstream vicinities contain all the othergpee

in the overlay, with respect to total streaming cost? B. The case of multiple coexisting overlays
Evaluation. We investigate by experimenting in networks We now proceed to study how our game strategies re-

with 100 to 10,000 peers with various sizes of upstreargolve the bandwidth competition among multiple coexisting

;nc;?ues.. Wwe setupthetfqllgww;]g re?hsukc gn\lllrgnm:ant bll” streaming overlays. In particular, how does the topology of
ortncoming experiments. £ach network includes o CIassg, ., overlay evolve, if coexisting overlays are startechi t

of peers30% Ethernet peers witho Mbps upload capacities network? Do multiple coexisting overlays fairly share nestiv
and 70% A_D_SL/_CabIe modem peers with heterogeneous uBémdwidth, and experience similar streaming costs?
load capacities in the range @# —0.8 Mbps. There exists one Evaluation 1. We introduce more and more streaming

server —which is an Ethernet peer — servin kbps media verlays onto al000-peer network, constructed under the

\s/\t/ream t(;) laII tl?eng@(iadrfh (V\:ean\;v tco?sujrer antS”t]rglerr:)i\r/terl% me settings as used in previous experiments, and with 20
© use gelay-ba progucts 1o represent streaming Cog. o s in the upstream vicinities. At the beginning, all peer

(M/M/1 delays), with streaming cost functions in the form o articipate in one overlay and start to bid for their streagmi

l.)ij = i _(CU — ;). Here, Cy; is _the_ av_allable averlay andwidths. Then ever§0 seconds (each bidding round takes
link bandwidth, chosen from the distribution of measure pproximately one second), the peers join one more new
capgcme; between PlanetLab nodes [2] o . streaming overlay. To clearly show the effects of an indreps

Fig. 4 illustrates the outcome of our distributed auctiop, mper of coexisting overlays on the achieved streamirgy rat
strategies, either when they converge, or when a maximygach overlay, the required streaming rates for all oyerla
number of bidding rounds per pe€dr)0, has been reached.are set to the same Mbps

In the latter case, we can assume the games have failed ;4 g jjystrates the evolution of the average achieved pee
converge, as there exist peers that cannot achieve the@dquieaming rate in each overlay, whéroverlays are sequen-
streaming rate with their current size of upstream Vio#Siti a1 formed in the network. We see that upload capacifes |

Decreasing the size of upstream vicinities frem- 1 where the network can support up t overlays to stream at their

n is the total number of peers in each network, we discovﬁéquired rates. and become insufficient when 4Reand 5t
that with 15 — 20 peers in the upstream vicinity, the gameave”ay join '

can still converge and the streaming rate can still be sadisfi | the former case with — 3 overlays, every time a new

at all peers in most networks, as shown in Fig. 4(A) andl,erjay is formed, the games converge again to new equilibri
(B)', Fig. 4(B) furthgr reveals that convergence 1S alwaX%ry quickly. Fig. 6 further shows the costs experienced
carried out rapidly in all networks with different sizes Ofby coexisting overlays when their topologies stabilize. We

upstream vicinities, as long as these games converge aty@lore poth streaming and bidding costs are very similar
with a particular upstream vicinity size. Fig. 4(C) comsaitee across the multiple coexisting overlays.

optimality of resulting topologies in terms of streamingstod |y the |atter case with — 5 overlays in the network, Fig. 5

Compared to the ultimate minimum streaming cost achievefq,s that the games fail to converge. We observed during the
when upstream vicinities contain all other peers in thelayer o, e riment that peers in each overlay bid higher and higher
costs experienced by using upstream vicinities of a MUBlicag at their upstream peers, but were nevertheless ainabl
smaller size 0) are only10% higher. Not shown in Fig. 4, {5 achieve the required streaming bandwidths. Similar rate

another observation we made during the experiments is ttE@ﬁcits can be observed in all coexisting overlays from big.
the number of upstream peers selected from the upstream

vicinities to serve a particular peer (with non-zero upload In practical peer-to-peer applications, some streamireg-ov

bandwidth allocation) is at mog, with an average of — 2. lays might expect to receive better service quality tharisth
Summary.From these empirical observations, it appeafsor example, live streaming of premium television channels

that the appropriate size of upstream vicinities is redyiv should enjoy a higher priority and better quality than regul
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with different budgets.

ones. Since our game strategies can achieve fairness amgi@gistments in overlay, peer j may only increase its bid

various overlays (as observed from Fig. 5 and Fig. 6), Wice if the incurred total bidding cost does not excé&g.
wonder if it is further possible to introduce a practicalgor

tization strategy in our games, such that differentiatadise Evaluation 2.Applying the budget-based bidding strategy,
qualities can be provided to different overlays. we perform the previous experiment again and show our new
In our previous experiment, we have observed that overlasgsults in Fig. 7 and Fig. 8. The levels of budgets assigned to
fairly share bandwidth for a simple reason: peers in difierepeers in overlayl to 5 range from low to high.
overlays are not constrained by a biddimgdget and they can ~ Comparing Fig. 7 with Fig. 5 in the cases whénto 3
all raise bid prices at will to acquire more bandwidth froraith overlays coexist, we see that overlays can still achieve the
desired upstream peers, which leads to relative fair badttiwi required streaming rates within their budgets. Howeveerwh
allocation at the upstream peers. comparing Fig. 8 to Fig. 6(A), we observe that the streaming
Motivated by such insights, we introduce a budget-basedsts are differentiated across overlays,, overlays with
strategy to achieve service differentiation, by offeririgher larger budgets achieve lower streaming cost than those with
budgets to peers in higher priority overlays. To introducgmaller budgets. This is because the former can afford to pay
such budgets, we only need to make the following mindivigher prices and thus eclipse the latter in auctions ar thei
modification to the bidding strategy proposed in Sec. IlI-B: commonly desired upstream peers.
When a peey joins a streaming overlay, it obtains a bid- A further comparison between Fig. 7 and Fig. 5 (wheor
ding budgetiW, from its bootstrapping server. Such a budget overlays coexist) shows that, when upload capacities becom
represents the “funds” peej can use to acquire bandwidthinsufficient, the overlay with the highest budget, overlagr
in overlay s, and its total bidding cost to all upstream peeroverlay 5 in respective phases, always achieves the highest
cannot exceed this budgete. >, ; . pi;zi; < W,. Al and most stable streaming rates, while those for overlaifs wi
peers in the same overlay receive the same budget, and shealler budgets become less sufficient and less stable.
bootstrapping server assigns different levels of budgets t SummaryWith respect to fairness without budgets, we have
different overlays based on their priorities. During itsiggx  observed that, no matter if upload capacities are sufficient
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2 broadcast sessions and joins the respective overlaysthben
peer stays in the network for a certain period of time, foltlmyv Fig. 10.  Achieved streaming rates far coexisting overlays: under peer
an exponential lifetime distribution with an expected fgngf ~dynamics with different budgets.

LIFETIME seconds. In this way, we simulatedynamically pjgh rate overlays always enjoy more stable rates, while lo
evolving stream.mg .overlays with approxmately the. SaMGte overlays experience more severe rate fluctuations.
number of participating peers at any time. All other setiog SummaryWe have clearly demonstrated the effectiveness

the experiment are identical to those in previous expertsen ¢ game strategies under high degrees of peer dynamics,

Applying our game strategies, we monitor achieved stregmifyiop achieve stable streaming rates for all overlays at all
rates at existing peers in each dynamic overlay duringithe (imeq quring such dynamics. Together with the budget-based

minute broadcasts. . . strategy, they can further guarantee better streamingtgual
The experiment was repeated with different valuedMf . prioritized overlays.

TARRIV and LIFETIME. First, when the bidding strategies
are applied without budgets, Fig. 9 shows the results under
two representative settings. For the scenario in Fig. 9¢48,
observed during the experiment that with expected intévedr ~ There exists very little literature that studies interaics and
time of 1 second,1000 peers have all joined the network incompetitions among multiple coexisting overlays in a same
the first10 minutes; with an expected lifetime 8D minutes, peer-to-peer network. Recent work from Jiagigal. [3] and
approximately half of all the peers remain till the end of th&eralapuraet al. [4] is the most related, focusing on multiple
broadcasts. For the scenario in Fig. 9(B), we observed peserlay routing. In Jiangt al.[3], interactions among multiple
arrivals last for45 minutes with an expected inter-arrival timeselfish routing overlays are studied with a game theoretic
of 3 seconds, and most peers have left the network before thedel, where each overlay splits its traffic onto multiple
end with the expected lifetime df0 minutes. paths and seeks to minimize its weighted average delay. In
Comparing the two scenarios, the second represents misalapuraet al. [4], route oscillations are investigated when
severe peer dynamics, as peers keep joining and leavirgeall inultiple routing overlays inadvertently schedule their now
time during the broadcast; the overlays are more stableein thaffic without knowledge of one another. Comparably, our
first scenario, as peer joins only occur at the beginning amark is significantly different, as we consider multiple pee
each peer stays longer in the network. Therefore, Fig. 9(B}peer streaming overlays featuring many-to-many traffic
represents higher level of rate fluctuations than Fig. 9(A). instead of point-to-point traffic in routing overlays.
each scenario, a careful comparison of the rate fluctuationTouching upon the topic of coexisting live streaming over-
across different overlays reveals slightly larger fludara lays, two recent pieces of work [5], [6] propose to encourage
for overlays with larger streaming rate requirements. Tihis peers in different overlays to help each other by relaying
because different overlays fairly share upload capacties media belonging to other overlays. While it is beneficial to
common upstream peers, and the larger the required rateirigprove network resource utilization at a specific time r¢he
the harder it is to achieve. are guestions remaining to be answered: How should each
However, when overlays with higher rate requirement apeer carefully allocate its upload capacity among conctire
prioritized with higher budgets, Fig. 10 shows a different-o requesting peers from different overlays? If new requasis f
come. Compared to Fig. 9 under both settings, the priodtizeeers in the same overlay come later, should the bandwidth
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