Celerity: A Low-Delay Multi-Party Conferencing
Solution

Xiangwen Chen, Minghua Chen, Baochun Li, Yao Zhao, Yunnanand Jin Li

Abstract—In this paper, we revisit the problem of multi-
party conferencing from a practical perspective, and to rehink
the design space involved in this problem. We believe that an

emphasis on low end-to-end delays between any two parties
in the conference is a must, and the source sending rate in a

session should adapt to bandwidth availability and conge&in. We
present Celerity, a multi-party conferencing solution specifically
designed to achieve our objectives. It is entirely Peer-tGeer
(P2P), and as such eliminating the cost of maintaining cenally
administered servers. It is designed to deliver video with dw
end-to-end delays, at quality levels commensurate with avable
network resources over arbitrary network topologies where
bottlenecks can be anywhere in the network. This is in contrast to
commonly assumed P2P scenarios where bandwidth bottlenesk
reside only at the edge of the network. The highlight in our
design is a distributed and adaptive rate control protocol,that
can discover and adapt to arbitrary topologies and network
conditions quickly, converging to dficient link rate allocations
allowed by the underlying network. In accordance with adaptve
link rate control, source video encoding rates are also dyrmaically
controlled to optimize video quality in arbitrary and unpre -
dictable network conditions. We have implementedCelerity in
a prototype system, and demonstrate its superior performace
over existing solutions in a local experimental testbed anaver
the Internet.

Index Terms—Peer-to-Peer, Video Conferencing, Utility Maxi-
mization, Network Coding.

|. INTRODUCTION

supported multi-party video conferencing in its latestiabc
network servicesoogle+. Facebook cooperates with Skype to
provide video conferencing service to its billions of usé&fe
argue that these new conferencing solutions have the paltent

to provide an immersive human-to-human communication
experience among remote participants. Such an argument has
been corroborated by many industry leaders: Cisco predicts
that video conferencing and tele-presencéitawill increase
ten-fold between 2008-2013 [2].

While traffic flows in a live multi-party conferencing session
are fundamentally represented by a multi-way communinatio
process, today’s design of multi-party video conferencing
systems are engineered in practice by composing communica-
tion primitives g.g., transport protocols) over uni-directional
feed-forward links, with primitive feedback mechanismstsu
as various forms of acknowledgments in TCP variants or
custom UDP-based protocols. We believe that a high-quality
protocol design must harness the full potential of the multi
way communication paradigm, and must guarantee the strin-
gent requirements of low end-to-end delays, with the highes
possible source coding rates that can be supported by dgnami
network conditions over the Internet.

From an industry perspective, known designs of commer-
cially available multi-party conferencing solutions ar¢gher
largely server-based, e.g., Microsoftffice Communicator,
or are separated into multiple point-to-point sessionss (th

With the availability of front-facing cameras in high-endapproach is called Simulcast), e.g., Apple iChat. Sereaset
smartphone devices (such as the Samsung Galaxy S andsilations are susceptible to central resource bottleneuks

iPhone 4), notebook computers, and HDTxs|ti-party video

as such scalability becomes a main concern when multiple

conferencing, which involves more than two participantsin conferences are to be supported concurrently. In the Sasulc
live conferencing session, has attracted a significant amoapproach, each user splits its uplink bandwidth equallyragno
of interest from the industry. Skype, for example, has régenall receivers and streams to each receiver separately.ghhou

launched a monthly-paid service supporting multi-pargea

simple to implement, Simulcast #&ars from poor quality of

conferencing in its latest version (Skype 5) [1]. Skype wideservice. Specifically, peers with low upload capacity aredéd
conferencing has also been recently supported in a ranget@fise a low video rate that degrades the overall experiehce o
new Skype-enabled televisions, such as the Panasonic VIERW& other peers.

series, so that full-screen high-definition video confeneg

In the academic literature, there are recently several stud

can be enjoyed in one’s living room. Moreover, Google hdses on peer-to-peer (P2P) video conferencing from a utility
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maximization perspective [3]-[8]. Among them, &i al. [3]

and Chenet al. [4] may be the most related ones to this
work (we call their unified approach Mutualcast). They have
tried to support content distribution and multi-party vade
conferencing in multicast sessions, by maximizing aggeega
application-specific utility and the utilization of node lunk
bandwidth in P2P networks. Specific depth-1 and depth-2
tree topologies have been constructed using tree packing, a
rate control was performed in each of the tree-based one-
to-many sessions.However, they only considered the linite



TABLE |

scenario where bandwidth bottlenecks reside at the eddeof t KEY NOTATIONS.
network, while in practice bandwidth bottlenecks can gasil
reside in the core of the network [9], [10]. Further, all ¢ixig Notation | Definition
industrial and academic solutions, including Mutualcaisd, L Set of all physical links
not explicitly consider bounded delay in designs, and cad le  V Set of conference participating nodes
to unsatisfied interactive conferencing experience. E Set of directed overlay links
C Capacity of the physical link
A. Contribution Ae Whether overlay linke passes physical link

Rate allocated to session on overlay linke
Overlay link rates of streamm, ¢y = [Cme, € € E]
Total overlay link tréfics,y = M, ¢

In this paper, we reconsider the design space in multi-party Eme
video conferencing, and prese@elerity, a new multi-party
conferencing solution specifically designed to maintaiw lo

. LT . . Delay bound
end-Fo—end d.elays while maximizing source video rates in a R (G D) | Sessionis rate within the delay bound
sessionCelerity has the following salient features: a2 Price function of violating linki's capacity constraint
« It operates in a pure P2P manner, and as such eliminating Lagrange multiplier of link’s capacity constraint
the cost of maintaining centrally administered servers. g (¢ p Lagrange function of variables and p

« It can deliver video at quality levels commensurate Note: we use bold symbols to denote vectors, &g [c],..., cnl™
with available network resources ovarbitrary network
topologies, while maintainingoounded end-to-end delays.

« It can automatically adapt to unpredictable network dyconference participating nodes and other intermediatesiod
namics, such as cross fii@ and abrupt link failures, such as routers, and is the set of all physical links. Each
allowing smooth conferencing experience. link | € £ has a nonnegative capaci and a nonnegative

Enabling the above features for multi-party conferencieg propagation delay.

challenging. First, it requires a non-trivial formulatiadhat Consider a multi-party conferencing system o@eiMWe use
allows systematic solution design over arbitrary netwaak cV C N to denote the set of all conference participating nodes.
pacity constraints. In contrast, existing P2P system desigvery node inV is a source and at the same time a receiver
works with performance guarantee commonly assume barior every other nodes. Thus there are totally= |V| sessions
width bottlenecks reside at the edge of the network. Secomd (audigvideo) streams. Each stream is generated at a source
maximizing session rates subject to bounded delay is knowade, say, and needs to be delivered to all the rest nodes in
to be NP-Complete and hard to solve approximately [11]. We - {v}, by using overlay links between any two nodesvin

take a practical approach that explores all 2-hop delayzded ~ An overlay link (u, v) meansu can send data te by setting
overlay trees with polynomial complexity. Third, detectiand up a TCPUDP connection, along an underlay path fronto
reacting to network dynamics withoatpriori knowledge of v pre-assigned by routing protocols. LEtbe the set of all

the network conditions are non-trivial. We use both delay anlirected overlay links. For akk € E andl € £, we define
loss as congestion measures and adapt the session rates with

respect to both of them, allowing early detection and fast _J1, if overlay link e passes physical link
response to unpredictable network dynamics. ©7 10, otherwise.

The highlight in our design is a distributed rate control-pro ) ) ) )
tocol, that can discover and adapt to arbitrary topologies alhe physical link capacity constraints are then expressed a

)

network conditions quickly, converging tdfeient link rate M
allocations allowed by the underlying network. In accoman a'y= Z aLeZ Cme<C, VledL,
with adaptive link rate control, source video encoding sate eE  m=1

are also dynamically controlled to optimize video quality i

. . 2 wherecne denotes the rate allocated to sessmion overla
arbitrary and unpredictable underlay network conditions. me y

link e and a,Ty describes the total overlay ffe passing

through physical linK.

_ ) ) _ Remark: In our model, the capacity bottleneck can be
One way to design a multi-party conferencing system is iy \here in the network, not necessarily at the edges. This

formulate its fundamental design problem, explore powerfl iy conrast to a common assumption made in previous P2P

theoretical techniques to solve the problem, and use i85 that the uplinkslownlinks of participating nodes are
obtained insights to guide practical system designs. I8 thj,q only capacity bottleneck.

way, we can also be clear about potential and limitation ef th
designs, allowing easy system tuning and further systemati
improvements. Table | lists the key notations used in thjgepa B. Problem Formulation

Il. ProBLEM FORMULATION AND CELERITY OVERVIEW

In a multi-party conferencing system, each session source
_ broadcasts its stream to all receivers over a complete ayerl
A. Settings graph on which every linke has a ratecne and a delay
Consider a network modeled as a directed gr&ph= ., ac0. For smooth conferencing experience, the total
(N, L), where N is the set of all physical nodes, includingdelay of delivering a packet from the source to any receiver,



traversing one or multiple overlay links, cannot exceedlayde
boundD.

A fundamental design problem is to maximize the overall
conferencing experience, by properly allocating the @axerl
link rates to the streams subject to physical link capacity
constraints. We formulate the problem as a network utility
maximization problem:

M
MP . max.o Z Um (Rn(cm, D)) (2) Fig. 1. Anillustrating example of 4-party\( B, C, andD) conferencing over
e a dumbbell underlay topolog¥ and F are two routers. Solid lines represent
T underlay physical links. To make the graph easy to read, veeong solid
S.t. qys< G, VlelL (3) lineto represent a pair of directed physical links. Dasbkdinepresent overlay

links.
The optimization variables areand the constraints in (3) are

the physical link capacity constraints.

Rm(cm, D) denotes sessiom's rate that we obtain by using However, directly inferring the constraints potentialgguires
resourcecy, within the delay bound D, and is a concave knowing the entire network topology and is highly challeng-
function of ¢, as we will show in Corollary 1 in the nexting. In Celerity, we resort to design adaptive and iterative al-
section. gorithms for solving the problemP in a distributed manner,

The objective is to maximize the aggregate system utilitwithout a priori knowledge of the network conditions.

Um(Rm) is an increasing and strictly concave function that We explain at a high level ho@elerity works in a 4-party
maps the stream rate to an application-specific utility. Febnferencing example in Fig. 1. We focus on sessiorin
example, a commonly used video quality measure Peak Signghich sourceA distributes its stream to receiveB C, and
to-Noise Ratio (PSNR) can be modeled by using a logarithmi; by packing delay-bounded trees over a complete overlay
function as the utility [4]. With these settings and observagraph shown in the figure. We focus on sourkeand one
tions,Um(Rm) is concave irc and the problenvP is a concave overlay link (B, C), which represents a UDP connection over
optimization problem. an underlay pattB to E to F to C. Other overlay links and

Remarks: (i) The formulation of MP is an overlay link other sessions are similar.
based formulation in which the number of variables per sessi  We first describe the control plane operations. For the
is |E| and thus at mosiV|?. One can write an equivalentoverlay link (B, C), the head nod® works with the tail node
tree-based formulation foMP but the number of variables C to periodically adjust the session rate g_.c according to
per session will besxponential in |E| and |V|. (ii) Existing Celerity's link rate control algorithm. Such adjustment utilizes
solutions, such as Simulcast and Mutualcast, can be thougbhtrol-plane information that source piggybacks with data
as algorithms solving special cases of the probMm. For packets, and loss and delay statistics experienced by tsacke
example, Simulcast can be thought as solving the probleraveling from B to C. We show such local adjustments at
MP by using only the 1-hop tree to broadcast content withivery overlay link result in globally optimal session rates
a session. Mutualcast can be thought as solving a specil casThe head nodé also periodically reports to sourcé\ the
of the problemMP (with the uplinks of participating nodessession rateas.c and the end-to-end delay from to C.
being the only capacity bottleneck) by packing certain dejpt Based on these reports from all overlay links, soukqeriod-

and depth-2 trees within a session. ically packs delay-bounded trees usi@gerity’'s tree-packing
algorithm, calculates necessary control-plane inforomtand
C. Celerity Overview delivers data and the control-plane information along thed.

Celerity builds upon two main modules to maximize the The data plane operations are simplelerity uses delay-
system utility: (1) adelay-bounded video delivery module to bounded trees to distribute data in a session. Nodes on every
distribute video at high rate given overlay link rates (irw tree forward packets from its u?stream.pare,r)t to its down-
to compute and achievBnm(Cn, D)); (2) a link rate control stream children, following the “next-children” tree-ring
module to determine, information embedded in the packet headeslerity’s tree-

Video delivery under known link constraints: This prob- Packing algorithm guarantees that (i) packets arrive at all
lem is similar to the classic multicast problem, and packinfgceivers within the delay bound, and (ii) the total rate of
spanning (or Steiner) trees at the multicast source is alapp@ Se€ssiorm passing through an overlay lirkdoes not exceed
solution. However, the unique “delay-bounded” requiretiien the allocated rateme. _ _
multi-party conferencing makes the problem more challegpgi !N the following two sections, we present the designs of the
We introduce a delay-bounded tree packing algorithm toléackW0 main modules inCelerity. Due to the space limitation,
this problem (detailed in Section I11). we leave the practical implementation Gélerity in practical

Link rate control : In principle, one can first infer the P€ers in our technical report [13].

network constraints and then solve the probldi centrally.
I1l. PAckING DELAY-BOUNDED TREES

Using logarithmic functions also guarantees (weightedypprtional fair- . .
ness among sessions and thus no session will starve at tineabgblution Given the link rate vectorc, and delay for every over-

[12]. lay link e (i.e..)cr aed), achieving the maximum broad-



It is similar to the greedy tree-packing algorithm based on
Prim’s algorithm. The distinction lies in the rule of selagt
the edge among all potential edges. The edge whose removal
leads to least reduction in the multicast capacity of thilted
graph is chosen in the greedy algorithm.

The above greedy algorithms is very simple to implement
and its practical implementation details are further dsseul
in the technical report [13].

Utilizing the special structure of the grafy,, we obtain
performance guarantee of the algorithm as follows.

Theorem 1: The tree-packing algorithm in [15] achieves

Fig. 2. (a): lllustration of the directed acyclic sub-grapter which we ini . ; _
pack delay-bounded 2-hop trees. (b): Critical cut exam@leurces and its the minimum of the min-cuts separating the source and re

two receiverd; . t, are connected over a directed graph. The number associafe@iVers inDm and is expressed as

with a link represents its link capacity. ) )
Rn(Cr, D) = min > min{ems o Gmriot, - 4)
i

(b)

pasxmulticast stream rate under a delay bolhis a chal!eng— Furthermore, the algorithm has a running timeQgfV||EJ2).
ing problem. A general way_to explore the broadgastticast ._Hence, our tree-packing algorithm achieves the maximum
rate under delay bounds is to pack delay-bounded Ste"&%rlay-bounded multicast rate over the 2-layer sub-gi@gh

trees. However, such problem&P-hard [14]. Moreover, the The achieved rat&®:(cn, D) is a concave function oé, as
number of delay-bounded Steiner trees to consider is inrgénesummarized below

exponential in the network size. Corollary 1: The delay-bounded multicast rai,(cm, D)

In this paper, we pf.iCk 2-hop delay-bounded ”?es in Atained by our tree-packing algorithm is a concave fumnctio
overlay graph of sessiom, denoted byD., to achieve a of the overlay link rate,

good stream rate under a delay bound. Note by graph theory

notations, a 2-hop tree has a depth at most 2. Packing 2-hop

trees is easy to implement. It also explores all overlaydink IV. Overray Link Rare ControL

between source and receiver and between receivers, thog tryy  cong dering Both Delay and Loss

to utilize resourceféiciently. In fact, it is shown in [3], [4] that i o . i .

packing 2-hop multicast treesfiiges to achieve the maximum We revise original formulation to design our link rate cahtr

multicast rate for certain P2P topologies. We elaborate ofg0rithm with both queuing delay and loss rate taken into
tree-packing scheme in the following. account. Adapting link rates to both delay and loss allows

We first define the overlay grapm. Graph Dm is a early detection and fast response to network dynamics.
directed acyclic graph with two layers; one example of such Consider the following formulation with a penalty term
graph is illustrated in Fig. 2a. In this example, considéidded into the objective function of the problevi:

a session with a sourcs, three receivers ,2,3. For each M
receiveri, we draw two nodes; andt;, in the graphDy; t; MP —EQ : max U(c) 2 Z U (Rn(Cm, D)) —
models the receiving functionality of nodendr; models the c=0 1

m=
relaying functionality of node. a'y
Suppose that the prescribed link bit rates are given by the Zf a(?dz (5)
vectorcy, with the capacity for linke beingcme. Then inDy, lez V0
the link from s to r; has capacityms_r., the link fromr; to s.t. a'y<C, ViefL  (6)

tj (with i # j) has capacitycmy,t;, and the link fromr; to ay _ _ S

t has infinite capacity. If the propagation delay of an edgeWhere [;"” ai(2) dzis the penalty associated with violating the
exceeds the delay bound, we do not include it in the graph CgPacity constraint of physical linke £, and we choose the
the propagation delay of a two-hop path- r; — t; exceeds Price function to be

the delay bound, we omit the edge frono t; from the graph. A Z-C)*

As a result, every path frora to any receivet; in the graph a2 = — (7)
has a path propagation delay within the delay bound.

Over such 2-layer sub-grap®,, we pack 2-hop trees where )" = maxa, 0}. If all the constraints are satisfied, then
connecting the source and every receiver using the gredB§ second termin (5) vanishes; if instead some constrarets
algorithm proposed in [15]. Below we simply describe th¥iolated, then we charge some penalty for doing so.
algorithm and more details can be found in [15]. Remark: (i) The problemMP-EQ is equivalent to the

Assuming all edges have unit-capacity and allowing multriginal problemMP. Because any feasible solutierof these
ple edges for each ordered node pair. The algorithm padk¥® problems must satisfg'y < C, and consequently the
unit-capacity trees one by one. Each unit-capacity tree Rgnalty term in the problerMP-EQ vanishes. (ii) It can be
constructed by greedily constructing a tree edge by edgerified that— Y, foa'yql(z) dz is a concave function irc;
starting from the source and augmenting towards all receivehenceZ{(c) is a linear combination of concave functions and



is concave. However, becauBg(cny, D) is the minimum min- wherea > 0 represents a constant the step size for all the

cut of the overlay graptDn, with link rates beingen, U(c) is iterations, and function

not a diferentiable function [16]. max(@b). a<o:
We apply Lagrange dual approach to design distributed al- [bl { T 7

gorithms for the problenMP-EQ. The advantage of adopting b, a>0.

distributed rate control algorithms in our SyStem is that it We have the fo”owing observations for the control a|go_

allows robust adaption upon unpredictable network dynamigithm in (9)-(10):

The Lagrange function of the problem is given by: (af Y- c)*

« It is known that)).,ae can be interpreted as
the packet loss rate observed at overlay &f0]. The

G(cp Z Um (Rmn(Cm, D)) — Zf q(2dz- intuitive explanation is as follows. The term(y — C;)*
leL is_ the excess tfac rate dfered to physical linK; thus
Z p(a'y-c). (8) (aly- 5') models the fraction of tfic that is dropped at
leL I. Assuming the packet loss rates are additive (which is

a reasonable assumption for low packet loss rates), the

total packet loss rates seen by the overlay Erik given
(& y—C|)+

where pp > 0 is the Lagrange multiplier associated with
the capacity constraint in (6) of physical lirk p; can be
interpreted as the price of using link Since the problem by e ae
MP-EQ is a concave optimization problem with linear con- « It is also known thatpl updating according to (10) can
straints, strong duality holds and there is no duality gapy A~ be interpreted as queuing delay at physical linR1].
optimal solution of the problem and one of its corresponding Intuitively, if the incoming ratea'y > C; at |, then it
Lagrangian multiplier is a saddle point gf(c, p) and vice introduces an additional queuing delay% for I. If

versa. Thus to solve the probleviP-EQ, it suffices to design otherwise the termay < C;, then the present queueing
algorithms to pursue saddle points §{c. ). delay is reduced by an amount eff—y unless hitting
zero. The total queuing delay observed by the overlay

B. A Loss-Delay Based Primal-Subgradient-Dual Algorithm link e s then given by th? surE,q AePr- .
. It turns out that the utility function, the subgradients,

There are two issues to address in designing algorithms for packet loss rate and queuing delay arfiisient statistics

pursuing saddle points @ (c, p). First, the utility function to updatecme independently of the updates of other
U(c) (and consequentlys (c, p)) is not everywhere dlier- link rates. This way, we can solve the probleviP-
entiable. Secondg (c, p) is not strictly concave inc, thus EQ without knowing the physical network topology and
distributed algorithms may not converge to the desiredlsadd  physical link capacities.

points under multi-party conferencing settings [4]. The algorithm in (9)-(10) is similar to the standard prindaial

To address the first concern, we use subgradient in alggqorithm, but since/(c) is not diferentiable everywhere, we
rithm design. To address the second concern, we providg|g subgradient instead of gradient in updating the overlay

convergence result for our designed algorithm. link ratesec.
To proceed, we first compute subgradients?fc). The  Establishing convergence of subgradient algorithms for
proposition below presents a useful observation. saddle-point optimization is in general challenging [18fe
Proposition 1: A subgradient ofZ/(c) with respect toccme  explore convergence properties for our primal-subgradien
foranyee E andm=1,...M is given by dual algorithm in the following theorem.
5 (@y-Cyt __Theorem 2: Let (c*, p*) be a saddle point of (c, p), and
U’ (Re) ORm Z . ay—* G® be the average function value obtained by the algorithm
dme & ATy in (9)-(10) afterk iterations:
k-1
WhereaRm is a subgradient oRy(cm, D) with respect toce. g_(k) 2 1 g(c"‘), p(")).
Motlvated by the pioneering work of Arrow, Hurwicz, and k

Uzawa [17] and the followup works [18] [19], we propose t
use the followingorimal-subgradient-dual algorithm to pursue
the saddle point o (c, p):YecE, m=1,...M, VleL,

%upposelU}n(Rm(cm))| <U,¥Ym=1,...,M, whereU is a
constant, then we have

. . . . i 2 2
Primal-Subgradient-Dual Link Rate Control Algorithm: B A_a < Q(k) _g(c.p) <22 Bz axCl ’
oRY 20k 2 %2 leL
k: K] ’ K
e = Cﬁfe‘*a{um(R&))m where Bl = [|c@-c > and B =
Ty _ ) + [p® - ] diag(Ci, 1 € £)[p® - ] are two positive
(a| I) (k) . 1) 0) . -,
Zal’eTik)_Z aep (9) distances depending onc@, p?), and A is a positive
ez 3 ¥ leZ o, constant depending od and €©, p©@).
kel) (k) [ T C] (10) Re_marks: (i) The results bound the time—average Lagrgnge
% = Hp® function value obtained by the algorithm to the optimal



in terms of distances of the initial iterates@, p?) to a .« Find an sy-Vy critical cut for sessionm, denote it as
saddle point. In particular, the averaged function valgés (Z,Z). Note there can be multiplg,-Vpy, critical cuts in
converge to the saddle point valge(c*, p*) within a gap of graph®Dp, and it is stficient to find any one of them.
max(e, maxe, CY) &, at a rate of 1k. (ii) The requirement  « A subgradient 0Rn(Cm, D) with respect tacme is given
of the utility function is easy to satisfied; one example is by

Um(2 = log(z + €) with € > 0. (iii) Our results generalize ORm(Cm, D) 1, if eed(2);
the one in [18] in the sense that the one in [18] only applies " dcme |0, otherwise.
to the case of uniform step size, while we allovifelientp, to _

update with diferent step sizet, which is critical forp; to be  In our system, these subgradients are computed by the source
interpreted as queuing delay and thus practically meakurat®f each session, after collecting the overlay-link ratesmfr

Our results also have less stringent requirement on thigyutileach receiver in the session. More implementation detegls a
function than the one in [18]. (iv) Although the results majn the technical report [13].

not warranty convergence in the strict sense, our expetsnen

(11)

over LAN testbed and on the Internet in Section V show the V. EXPERIMENTS

algorithm quickly stabilizes around optimal operatingrgsi Using the asynchronous networking paradigm supported by
the asynchronoug@ library (calledasio) in theBoost C++

C. Computing Subgradients of Ryn(Cm, D) library, we have implemented a prototype GElerity, our

A key to implementing the Primal-Subgradient-Dual algd®roPosed multi-party conferencing system, with aboy00D
rithm is to obtain subgradients &n(cm, D). We first present lIn€s of code in G+

some preliminaries on subgradients, as well as concepts foPU€ o the space limitation, details about practical imple-
computing subgradients fd&m(Cm, D). mentation are discussed in the technical report [13].

Definition 1: Given a convex functiorf, a vector¢ is said o the performance evaluation Gelerity, we evaluate our

to be a subgradient of at x € domf if prototypeCelerity system over a LAN testbed as well as over
the Internet. The LAN experiments allow us to (i) stress-tes
f(X) > f(x) + £ (X - x),¥x € domf, Celerity under various network conditions; (ii) see whether

Celerity meets the design goal — delivering high delay-bounded
throughput and adapting to dynamics in the network; (iii)
demonstrate the fundamental performance gains over rexisti
solutions, thus justifying our theory-inspired design.

The Internet experiments allow us to further acc€sker-
ity's superior performance over existing solutions in pragtic

wheredomf = {x e R"||f(X)| < oo} represents the domain of
the functionf.

For a concave functiom, —f is a convex function. A vector
£ is said to be a subgradient éfat x if —¢ is a subgradient
of —f.

Next, we define the notion of eritical cut. For sessiomm,
let its source bes, and receiver set b&y C V — {sn). A
partition of the vertex sety = ZU Z with s, € Z andt € Z A. LAN Testbed Experiments
for somet € Vin, determines arsy-t-cut. Define We evaluateCelerity over a LAN testbed illustrated in Fig.

5(2) = {(i,j) cEieZje a 3, where four PC nodesA(B,C, D) are connected over a
LAN dumbbell topology. The dumbbell topology represents a
be the set of overlay links originating from nodes in 2ednd popular scenario of multi-party conferencing between than
going into nodes in sef. Define the capacity of cu#Z(Z) as offices. It is also a “tough” topology — existing approaches,
the sum capacity of the links i6(Z): such as Simulcast and Mutualcast, fail taaently utilize the
. bottleneck bandwidth and optimize system performance.
p(2) = Z Cme-

eeo(2) pmm--m-mm - ettt

1

Definition 2: For sessionm, a cut Z,Z_) is an sp-Vm i

critical cut if it separatess, and any of its receivers and i

p(Z) = R(Cm. D). 1

We show an example to illustrate the concept of critical iMbps

i

1

1

1

1

480 kbps

. . . . 480 kbps
cut. In Fig. 2b,s is a source, anth, t, are its two receivers. P

The minimum of the min-cuts among the receivers is 2. For
the cut (s hy, ho, 1}, {t2}), its 6({s hy, ho, t1}) contains links
(h1,t2) and (o, t2), each having capacity one. Thus the cut

({s hy, ho, 11}, {t2}) has a capacity of 2 and it is a— (t1,t2) Fig. 3. The “tough” dumbbell topology of the experimentastbed. Two
critical cut. conference participating nodésand B are in one “dfice” and another twos

With limi . t t t b nodesC andD are in a diferent “dfice”. The two “dfices” are connected by
Ith necessary preliminaries, we turn 10 Compute Subglrected links between gateway nodésand F, each link having a capacity

dients ofRn(Cm, D). SinceRy(cm, D) is the minimum min-cut of 480 kbps. Link propagation delays are negligible.

of s, and its receivers over the overlay graph,, it is known

that one of its subgradients can be computed in the followingIn our experiments, all four nodes rudelerity. We run
way [16]. a four-party conference for 1000 seconds and evaluate the



system performance. In order to evalu&lelerity's perfor- below.
mance in the presence of network dynamics, we reduce crosin Fig. 7, we show the trees for sessiérthat are used by
traffic and introduce link failures during the experiment. Ii€elerity, Mutualcast and Simulcast in the dumbbell topology.
particular, we introduce an 80kpbs crosdfiafrom nodeE As seen, Simulcast and Mutualcast only explore 2-hop trees
to nodeF between the 300th second and the 500th secors@tisfying certain structure, limiting their capabilitiuilizing
reducing the available bandwidth betwelerand F from 480 network capacity iciently. In particular, their trees consumes
kbps to 400 kbps. Further, starting from the 700th secoritie bottleneck link resource twice, thus to deliver onedbit
we disconnect the physical link betwednand E; this corre- information it consumes two-bit of bottleneck link capgcit
sponds to a practical situation where nodlsuddenly cannot For instance, the tree used by Simulcast has two brankhes
directly communicate with nodes outside thefice” due to C andA — D passing through the bottleneck links betwé&en
middleware or configuration errors at the gateviay and F, consuming twice the critical resource. Consequently,

Figs. 4a-4d show the sending rate of each session (dhe maximum achievable rates of Simulcast and Mutualcast ar
session originates from one node to all other three nodeal). 120 kbps. In contrasiCelerity explores all 2-hop delay-
For comparison, we also show the maximum achievable ratezunded trees, and upon convergence utilizes the trees that
by Simulcast and Mutualcast, as well as the optimal sendingly consume bottleneck link bandwidth once, achievinggat
rate of each session calculated by solving the problem in (2hat are close to the optimal of 240 kbps.
(3) using a central solver. Fig. 4e shows the utility obtdine Fig. 4f shows the average end-to-end delay and packet
by Celerity and its comparison to the optimal. Fig. 4f showtoss rate of sessiomd. As seen, the packet loss rate and
the average end-to-end delay and packet loss rate of sesslelay are high initially, but decreases and stabilizes tallsm
A. Delay and loss performance of other sessions are simil@lues afterwards. The initial high loss rate is becateerity
to those of sessioA. increases the sending rates aggressively during the ender

In this experiment,Celerity goes through three fiérent initialization stage, in order to bootstrap the confereaod
experiment stages: absence of network dynamics, crdg traexplore network resource limit€Celerity quickly learns and
and link failure. Due to the space limitation, we only explaiadapts to the network topology, ending up with using cost-
the results according to the first stage. For the other twgesta effective trees to deliver data. After the initialization stag

please refer to the technical report [13]. Celerity adapts and converges gradually, avoiding unnecessary
performance fluctuation that deteriorates user experiddge
Celerit adapting to both delay and loss, we achieve low loss rate upon
elerity R
convergence as compared to the case when only loss is taken
® OO © P

into account [22].

Mutualcast p .
B. Peer Dynamics Experiments
® OCC—0E O
Ow®,

In order to evaluate th€elerity performance in peer dy-
namics scenario, we conduct another experiment over the sam
Simulcast o0 LAN testbed in Fig. 3. We first run a three-party conference
among nodej, B, andC, at the 120th second, a no@ejoins
Fig. 7. Sessiom\s trees used byderity (upon convergence), Mutualcast the€ conferencing session and leaves at the 300th second, the
and Simulcast in the dumbbell topology, in the absence afiorit dynamics. entire conferencing session lasts for 480 seconds.
Fig. ba shows the sending rate of each session as well as
1) Absence of Network Dynamics: We first look at the first the optimal sending rate of each session, Fig. 5b-5c¢ show the
300 seconds when there is no crosdfiteor link failure. In  average end-to-end delay and packet loss rate of segsion
this time period, the experimental settings are symmetnic fand C. Delay and loss performance of sessiBrare similar
all participating peers; thus the optimal sending rate fwhe to those of sessioA.
session is 240 kbps. As seen in Fig. 5a, when node joins the conferencing
As seen in Figs. 4a-4d;elerity demonstrates fast conver-session at the 120th second, the sending rates of seAsion
gence: the sending rate of each session quickly ramps upBi@nd C first drop immediately, then quickly adapt to close
95% to the optimal within 50 seconds. Fig. 4e shows th&i the optimal value again. This is because when nbBde
Celerity quickly achieves a close-to-optimal utility. These objoins, the initial allocated rates for each session in therlay
servations indicate any other solution can at most outp@rfolinks from other nodes to nodP are very low, when node
Celerity by a small margin. A, B andC pack trees respectively according to the allocated
As a comparison, we also plot the theoretical maximunates to deliver their data to the receivers including nBde
rates achievable by Simulcast and Mutualcast in Figs. 4#e achieved sending rates are low. Th€derity detects the
4d. We observe that within 20 seconds, our system alreactyange of underlay topology, updates the allocated ratds an
outperforms the maximum rates of Simulcast and Mutualcaguickly converges to the new close to optimal operating fpoin
Upon convergenceCelerity achieves sending rates thawWhen nodeD leaves, we also observe th@elerity quickly
nearly double the maximum rate achievable by Simulcast aadapts to the peer dynamic.
Mutualcast. This significant gain is due to tha¢lerity can Celerity’'s excellent performance adapting to peer dynamics
utilize the bottleneck resource moréieently, as explained is expected from its design. We involve both loss and queuing
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Fig. 4. Performance ofelerity in the LAN Testbed Experiments. (a)-(d): Sending rates a&eceiving rates of individual sessions. (e): Utility valughieved
compared to the optimum. (f): End-to-end delay and loss o&tgessionA.
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Fig. 5. Performance ofelerity in the Peer Dynamics Experiments. (a)-(f): Sending ratesllagessions. (b)-(c): End-to-end delay and loss rate cfices
A andC.

delay in our design, when peers join and leave, loss af@d Internet Experiments

queuing delay reflect such events well, thus allon@aerity . . .
to adapt rapidly to the peer dynamics. For instance, in t isBes'de the prototyp&dlerity system, we also implement

experiment when nodP joins the conferencing session, we V0 prototype systems of Simulcast and Mutualcast, respec-

observe a spike in sessioNs end-to-end delay and packe tlvely_. Both Celerl_ty and Mutualcast use the same log utility
o unctions in their rate control modules. We evaluate the
loss rate in Fig. 5b.

performance of these systems in a four-party conferencing

In Fig. 5a another important observation is that as comparggenario over the Internet.
to the conference initialization stage, the convergeneedp We use four PC nodes that spread two continents and tree
of nodeC after nodeD leaves the conferencing session i§ountries to form the conferencing scenario. Two of the PC
slow. This is because during the conference initializasimge, Nnodes are in Hong Kong, one is in Redmond, Washington, US,
Celerity uses a method called "quick start” described in th@nd the last one is in Toronto, Canada. This setting reptesen
technical report [13] to quickly ramp up the rates of ai® common global multi-party conferencing scenario.
sessions, while after the initialization stage, such me¢tamot ~ We run multiple 15-minute four-party conferences using the
used in order to avoid unnecessary performance fluctudtionprototype systems, in a one-by-one and interleaving manner
is of great interest to design source rate control mechaniem We select one representative run for each system, and sum-
achieve quick convergence in peer dynamics scenario withdoarize their performance in Fig. 6.
incurring system fluctuation. Figs. 6a-6d show the rate performance of each session.
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Fig. 6. Performance of four-party conferences over thermete running prototype systems Gélerity, Simulcast, and the scheme in [4]. (a)-(d): Throughput
of individual sessions. (e): Total throughput of all sessio(f): Utility achieved by diterent systems. (g)-(h): End-to-end delay and loss rate ssfiaeA, C,
and D for the Celerity system.

(Recall that a session originates from one node to all otherFigs. 6g-6i show the average end-to-end loss rate and delay
three nodes.) As seen, all the session rateé3elerity quickly from source to receivers for sessidn sessionC and session
ramp up to near-stable values within 50 seconds, and olXt- The results for sessioB is very similar to sessioA and is
performs Simulcast within 10 seconds. Upon stabilizationpt included here. As seen, the average end-to-end delays of
Celerity achieves the best throughput performance among thkksessions are within 200 ms, which is our preset delay oun
three systems and Simulcast is the worst. For instance, falt effective interactive conferencing experience. The average
the session rates iGelerity is 2x of those in Simulcast and end-to-end loss rate for all sessions are at most 1%-2% upon
Mutualcast, except in session C where Mutualcast is able 9pstem stabilization.
achieve a higher rate thabelerity. The overall operation overhead @elerity in the 4-party

We further observeelerity's superior performance in Fig. Internet experiment is around 3.9%. In particular, the pack
6e, which shows the aggregate session rates, and in Fig.&ferhead accounts for 3.4%, and the link-rate control anid li
which shows the total achieved utilities. In both statistic state report overhead is around 0.5%.
Celerity outperforms the other two systems by a significant
margin. Specifically, the aggregate session rate achieyed b
Celerity is 2.5x of that achieved by Simulcast, and is 1.8x of
that achieved by Mutualcast. With the proliferation of front-facing cameras on mobile

These results show that our theory-inspi@sllerity solution devices, multi-party video conferencing will soon become a
can allocate the available network resource to best optithie  utility that both businesses and consumers would find useful
system performance. Mutualcast aims at similar objectite BNith Celerity, we attempt to bridge the long-standing gap
only works the best in scenarios where bandwidth bottlesiedietween the bit rate of a video source and the highest pessibl
reside only at the edge of the network [4]. delay-bounded broadcasting rate that can be accommodated b

VI. CoNcLUDING REMARKS



the Internet wheréhe bandwidth bottlenecks can be anywhere
in the network. This paper reportCelerity solution as a

first step in making this vision a reality: by combining a
polynomial-time tree packing algorithm on the source and an
adaptive rate control along each overlay link, we are able to

maximize the source rates without aaypriori knowledge
of the underlying physical topology in the Intern&elerity

has been implemented in a prototype system, and extensi
experimental results in a “tough” dumbbell LAN testbed and

on the Internet demonstrateelerity’s superior performance
over the state-of-the-art solution Simulcast and Mutustlca

As future work, we plan to explore source rate control mech

anisms beyond the 2-hop tree-packing limitatiorCeerity to
further improve its performance without incurring excessi
overhead.
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