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Abstract—Dynamic video streaming protocols allow video clients to adaptively choose video rates to improve viewer Quality-of-Experience (QoE). Existing works on rate adaptation choose the video rate according to network capacity or buffer state, however, they didn’t consider the early quitting problem. Most viewers quit before the video ends, in which case optimal solutions for complete video sessions may become suboptimal. In this paper, we design a video rate adaptation scheme which considers incomplete video sessions and aims at maximizing the quality of the video chunks that are actually watched by viewers. We formulate the video rate adaptation problem as a Markov Decision Process (MDP), in which the viewers’ decision of quitting depends on the video quality and the rebuffer time. To solve the MDP problem, we propose two online learning algorithms for regular viewers and new viewers with no viewing history, respectively. The simulation results show that the proposed scheme increases the video quality truly consumed by the viewers, thus improving the viewer QoE.

I. INTRODUCTION

With the ever-increasing popularity of video streaming over the Internet, especially over the mobile network, the video service providers make every endeavor to improve viewers’ Quality-of-Experience (QoE). Throughout the world, video traffic is expected to be 69% of all consumer Internet traffic by 2017 [1], and mobile video traffic will be over one third of mobile data traffic by the end of 2018 [2].

Video streaming protocols, such as HTTP Live Streaming (HLS) protocol and Dynamic Adaptive Streaming over HTTP (MPEG-DASH), allow video clients to adaptively select video rates. Each video file is divided into video chunks (usually of the same length, say 2 ~ 10 seconds), and each video chunk is available at various rates from 235kb/s standard definition to 5Mb/s high definition [3]. The major target of the video rate adaptation method is to maximize viewer QoE, which is affected mainly by two factors: video quality (quantified by video rates) and rebuffer time. Existing video rate adaptation methods aim at achieving a balance between the video quality and the rebuffer time by monitoring the network conditions or/and buffer state. The video clients will switch to a low rate if the network capacity is estimated to drop [4]–[6] or the buffer is expected to deplete [3], [7], [8].

Existing works often implicitly make the assumption that viewers will watch the entire video, however, many measurement studies have shown that most viewers will abandon the video sessions halfway [9]–[11]. In this case, as shown in Fig. 1, simply maximizing video quality or minimizing rebuffer time will drive viewers away. Therefore, rate adaptation schemes for complete video sessions can not be directly applied to incomplete video sessions since the latter have different objective function and constraints.

In this paper, we propose a video rate adaptation scheme, which aims at maximizing the rate of video chunks that are actually consumed by the viewer. On the one hand, we retain viewers as long as possible by lowering rebuffer time; on the other hand, we track the network capacity and buffer state to select the proper video rate. We formulate the video rate adaptation as a Markov Decision Process (MDP), in which the probability of viewer quitting depends on the video rate and the rebuffer time. We consider two scenarios: a regular viewer whose viewing habit is known, and a new viewer whose viewing habit is unknown. We propose two online learning algorithms to solve the MDP for these two scenarios.

We make the following contributions:

• QoE-aware dynamic video rate adaptation scheme which considers the early quitting problem and maximizes the video quality that is actually consumed by the viewer.
• MDP problem formulation which involves network condition, buffer state and viewer dynamics.
• Optimal rate adaptation algorithms based on online learning for both regular viewers and new viewers.

The rest of the paper is organized as follows. In Section II, we briefly introduce existing video rate adaptation approaches. In Section III, we describe the system model and design rationale of the proposed rate adaptation scheme. In Section IV, we formulate the rate adaptation as an MDP problem and propose two algorithms to solve the MDP problems in cases of complete and incomplete knowledge of viewers’ viewing habits. We evaluate the performance of the proposed rate adaptation scheme in Section V, and finally summarize our work in Section VI.

II. BACKGROUND OF VIDEO RATE ADAPTATION

In this section, we give a brief introduction of existing video rate adaptation approaches, describing their advantages and disadvantages.

Video rate adaptation aims at selecting the “right” rate for each video chunk to maximize viewer QoE. Two major criteria that are considered in video rate adaptation are video quality (quantified by video rate) and rebuffer time. Fig. 2 shows a typical video session. The viewer initiates a video request to
establish connection with the server. Then, a certain number of video chunks are downloaded in the buffer before the video starts playing. During playing, the video player fetches the video chunks in the buffer to display to the viewer; and meanwhile, downloads more video chunks (of different rates) from the server. If the speed of displaying the video chunks exceeds that of downloading the video chunks (e.g., due to poor network capacity), the buffer will be exhausted. In this case, the video player has to freeze to fill its buffer to a certain level before starts playing again. The duration of this interruption is referred to as rebuffer time. Viewers may watch the whole video (complete video session) or abandon the video halfway (incomplete video session).

Fig. 1: Different video rate adaptation strategies: (a) maximizing video rate; (b) minimizing rebuffer time; (c) proposed video rate adaptation.

Ideally, the best viewing experience calls for highest video quality and minimum rebuffer time. It is easy to achieve either one of the goals, but the two goals are conflicting with each other. If we only care about the video quality, we can choose the highest possible rate (supported by the network capacity) for all chunks. In this case, it is very likely that the viewers will experience long rebuffer time. If we only want to minimize the rebuffer time, we can choose the lowest possible rate for all chunks. Given that this rate is less than the network capacity at all times, the rebuffer time will be zero. Nevertheless, the video quality will be very poor. Existing video rate adaptation approaches aim at a tradeoff of both video quality and rebuffer time. There are three mainstream video rate adaptation methods:

**Network capacity based method.** Intuitively, if the network capacity is high, we are able to choose high quality video chunks; if the network capacity is low, we are forced to choose low quality video chunks. Therefore, the performance of the network capacity based method largely depends on the accuracy of capacity estimation. Network capacity based method usually formulates the video rate adaptation as an optimization problem. The objective function is the targeted video quality or rebuffer time, and the constraint is the estimated network capacity. The one-off solution plans the video rate adaptation before the video session begins, which does not adjust to the real network condition during the video session.

**Buffer state based method.** Since network capacity may vary dramatically within a short period of time, especially in the mobile network, accurate capacity estimation is hard to achieve. In contrast, the buffer state is relatively stable and easy to monitor. The basic idea of buffer based method is to leverage the buffer state as much as possible to guide rate adaptation: use more aggressive rate adaptation policy (choose high quality video chunks) if the buffer is nearly full, and more conservative rate adaptation policy (choose low quality video chunks) if the buffer is nearly empty [3]. Compared with network capacity based method, the buffer state based method dynamically schedule the video quality. But one problem with the buffer state based method is that, not all the video chunks in the buffer will be consumed by the viewer if he/she quits during the video session. Therefore, it is not enough to only focus on the video chunks in the buffer.

**Hybrid method.** Hybrid method takes advantage of both network capacity based method and buffer state based method to reach a better solution. One way of hybrid method is to adapt video rate according to network capacity estimation while use buffer level as a feedback [7], [12]. Another way of hybrid method is to use different methods at different phases: when the buffer starts to build from empty, network capacity based method can be leveraged, since the buffer may not be a good indicator for network condition; when the buffer has been built up, we may rely solely on buffer state based method [3]. The proposed QoE-aware dynamic video rate adaptation belongs to hybrid method.

**III. System Model**

As shown in Fig. 3, we consider a single video stream, which has a total length of $N$ seconds. The entire video file is divided into $T$ chunks of the same time duration. Therefore, each video chunk has a length of $N/T$ seconds. Each video chunk is available at different rates, thus having different sizes and different quality. The video chunks with higher rate have larger size and better quality, vice versa.

We assume that the rate adaptation is made every $N/T$ seconds, that is, every time the viewer consumes exactly one
video chunk. We consider an infinite time horizon of \( t = 1, 2, \ldots \); each time stage lasts for \( N/T \) seconds \(^1\). At each time stage, the scheduler chooses the rate for the video chunks to be transmitted. Let \( \mathcal{E} \) denote the finite set of available rates, and \( e_i \in \mathcal{E} \) denote a certain rate. We have \( 0 \in \mathcal{E} \) as the scheduler may choose not to require video chunks. We assume that the video chunks are transmitted and received sequentially in the right order\(^2\). This is reasonable because even if a later video chunk is transmitted before an early video chunk, the media player cannot play the later video chunk and has to wait for the early video chunk.

The transmitted video chunks will be put in a buffer with size \( L \). The buffer is a first-in-first-out (FIFO) queue. If the buffer is full, but the video transmission is ongoing, the extra received video chunks will be discarded. At each time stage, if the buffer is not empty, the media player will take one video chunk from the buffer, and play it to the viewer; if the buffer is empty, the viewer will experience rebuffer interruption.

At time stage \( t \), the current system state is \( S(t) \), and the action is to choose the rate \( E(t) \). This leads to utility \( U(S(t), E(t)) \) for the viewer, and system state transition to \( S(t+1) \). The goal is to maximize the utility over the entire time horizon, subject to the system state transition function. Before giving detailed description of the MDP problem formulation, we first outline our design rationale.

**Modeling the system state.**

The system state \( S(t) \) has to track the viewer state (whether the viewer is active or not) and the elements that have an influence on viewers’ utility. We assume that the viewers’ utility is determined by the rate of the video chunk watched by the viewer, which is the first video chunk in the buffer. Therefore, the system state has to include the buffer state. The buffer state is affected by the video chunk transmission. Hence, the system state has to incorporate the network capacity, which determines how many video chunks can be transmitted.

**Modeling the buffer state.**

Although at each time stage, the viewer only watches the first video chunk in the buffer, we have to keep track of the rate of all video chunks in the buffer. If not, we don’t know the rate of the video chunk to be played in the next time stage. Therefore, we use a vector to denote all the video chunks in the buffer. But the problem is that the number of video chunks in the buffer is not fixed, because different chunks have different sizes and the buffer can be partially full. To address this problem, we specify the vector length to be \( M = L/\min_{e_i \in \mathcal{E}} e_i \), the maximum possible number of video chunks in the buffer. When the buffer is partially full, we assign 0 to the empty entries in the vector.

**Modeling the viewer state transition.**

To maximize the video quality that is actually consumed by the viewer, we have to know when the viewer decides to quit the video session, that is, when the viewer state changes from active to inactive. At each time stage, the probability that the viewer state changes from active to inactive is referred to as the probability of quitting. In this paper, we assume that the probability of quitting is affected mainly by video quality and rebuffer time. Extensions to other influential factors can be modeled in a similar way.

**Modeling the buffer state.**

Although at each time stage, the viewer only watches the first video chunk in the buffer, we have to keep track of the rate of all video chunks in the buffer. If not, we don’t know the rate of the video chunk to be played in the next time stage. Therefore, we use a vector to denote all the video chunks in the buffer. But the problem is that the number of video chunks in the buffer is not fixed, because different chunks have different sizes and the buffer can be partially full. To address this problem, we specify the vector length to be \( M = L/\min_{e_i \in \mathcal{E}} e_i \), the maximum possible number of video chunks in the buffer. When the buffer is partially full, we assign 0 to the empty entries in the vector.

**Modeling the viewer state transition.**

To maximize the video quality that is actually consumed by the viewer, we have to know when the viewer decides to quit the video session, that is, when the viewer state changes from active to inactive. At each time stage, the probability that the viewer state changes from active to inactive is referred to as the probability of quitting. In this paper, we assume that the probability of quitting is affected mainly by video quality and rebuffer time. Extensions to other influential factors can be modeled in a similar way.

---

\(^1\) Due to rebuffer time, the time horizon is longer than the video length.

\(^2\) It is likely that some media players will require the same video chunks that are already in the buffer but with a higher rate when the network capacity is good. We will consider this situation in the future.

---

**IV. QoE-Aware Dynamic Video Rate Adaptation**

In this section, we first formulate the video rate adaptation as an MDP problem. Then, we propose two algorithms to solve the MDP problem, which give the optimal rate adaptation schemes.

**A. MDP Problem Formulation**

A complete Markov Decision Process includes the system state, the action, the state transition function and the utility function.

1) **System State** \( S(t) \): As we discussed in Section III, the system state should include network capacity, buffer state, and viewer state.

- **Network state** \( C(t) \). \( C(t) \) denotes the network capacity at time stage \( t \). Here we consider the application-level network capacity\(^3\), which has the same time granularity as the rate adaptation.
- **Buffer State** \( B(t) \). \( B(t) \) is denoted by \((b_1(t), b_2(t), \ldots, b_M(t))\), in which \( b_i(t) \) is the rate of the \( i \)-th video chunk. If there is fewer than \( i \)-th video chunks in the buffer, \( b_i(t) = 0 \).

Valid buffer state should satisfy two constraints: 1) FIFO queue constraint: \( b_i = 0, b_j \neq 0, \) \( i < j \) should not happen; 2) buffer length constraints: \( \sum b_i < L \). For example, if the buffer size is 40Mb, available rate set is \( \{2, 3\} \) Mb/s, and video chunk duration is 10 second; then there are

---

\(^3\) Application-level network capacity is largely affected by physical-layer network capacity, which is fast-changing, especially in wireless networks. Here, the application-level network capacity can be taken as smoothed or averaged physical-layer network capacity. It is our future direction for cross-layer video scheduling scheme design.
four possible buffer states \((0,0), (2,0), (3,0), (2,2)\). The buffer state space is finite.

- **Viewer State** \(V(t)\). If the viewer is active (watching the video or waiting during rebuffer), \(V(t) = 1\); if the viewer is inactive (quit), \(V(t) = 0\).

The system state is \(S(t) = [C(t), B(t), V(t)]\). We discretize the value of \(C(t)\) to make the state space finite. Infinite state space is future work. Let \(S\) denote the system state space, and \(\{c_1, c_2, ..., c_n\}\) denote the network capacity space.

2) **Action** \(E(t)\): The action is to choose the rate of video chunks to be transmitted at time stage \(t\). If the scheduler chooses to transmit nothing, \(E(t) = 0\). If \(E(t)\) is chosen, the size of the video chunks is \(E(t)\). Therefore, the number of video chunks that can be successfully transmitted in time stage \(t\) is:

\[
k = \frac{C(t)N}{E(t)N} = \frac{C(t)}{E(t)}.
\]

3) **State Transition Function** \(Pr[S(t+1)|S(t), E(t)]\):

Given the current system state \(S(t)\) and action \(E(t)\), the probability of the next system state being \(S(t+1)\) is \(Pr[S(t+1)|S(t), E(t)]\). We make the assumption that the entries in the system state are independent\(^4\). Hence, we can decouple the state transition function as:

\[
Pr[S(t+1)|S(t), E(t)] = Pr[C(t+1)|S(t), E(t)] \times Pr[B(t+1)|S(t), E(t)] \times Pr[V(t+1)|S(t), E(t)]
\]

**Network state transition function.** The network capacity is merely determined by network conditions. We assume that the network capacity is a random variable, following a certain distribution, which can be obtained from measurement results or empirical models. The network state transition function is:

\[
Pr[C(t+1)|S(t), E(t)] = p_i^v, \text{if } C(t+1) = c_i.
\]

**Buffer state transition function.** The buffer state is determined by video chunk transmission and consumption. At time stage \(t\), a number of \(k = C(t)/E(t)\) video chunks are transmitted. They will be put in the buffer if there is enough space; otherwise, extra video chunks will be discarded. If the viewer is active \((V(t) = 1)\) and the buffer is non-empty, the first video chunk will be consumed.

- **Viewer active, buffer non-empty:** \(V(t) = 1, B(t) = (b_1(t), ..., b_k(t), 0, ..., 0), 1 \leq i \leq M\).
  
  If \(i = M\), the buffer is full. The next buffer state must be:

  \[
  \tilde{B} = \underbrace{(b_2(t), ..., b_i(t), E(t), ..., E(t), 0, ..., 0)}_{k},
  \]

  in which \(k \leq k\), and \(N[b_2(t) + ... + b_k(t) + \tilde{k}E(t)]/T \leq L\).

- **Viewer active, buffer empty:** \(V(t) = 1, B(t) = (0, ..., 0)\).
  
  The next buffer state must be:

  \[
  \tilde{B} = \underbrace{(E(t), ..., E(t), 0, ..., 0)}_{k},
  \]

  in which \(k \leq k\), and \(N[b_1(t) + ... + b_k(t) + \tilde{k}E(t)]/T \leq L\).

Note that (3) shows that, given the current system state and action, the buffer state in the next time stage is definite.

**Viewer state transition function.** If the current viewer state is inactive, the next viewer state must be inactive. If the current viewer state is active, the next viewer state is determined by the watched video rate. Given that the viewer is active, and \(b_i(t) = c_i \in \mathcal{E}\), the viewer state transition function is:

\[
Pr[V(t+1)|S(t), E(t)] = \begin{cases} 1 & \text{if } V(t+1) = 0 \\ 1 - p_i^v & \text{if } V(t+1) = 1 \end{cases}
\]

If the viewer experiences rebuffer interruption, \(b_i(t) = 0\). \(p_i^v\) is the quitting probability for video rate \(c_i\).

4) **Utility Function:** If the viewer is inactive, the utility is zero. If the viewer is active, the viewer utility is the rate of the video chunk currently watched by the viewer, which equals the rate of the first video chunk in the buffer. If the buffer is empty, i.e., \(b_1(t) = 0\), the viewer will experience rebuffer interruption. Therefore, the utility function is:

\[
U(S(t), E(t)) = \begin{cases} 0 & \text{if } V(t) = 0 \\ b_1(t) & \text{if } V(t) = 1 \end{cases}
\]

If the viewer quits the video session before \(t\), his utility will always be zero for the rest of the time stages. Since the video length is limited, the utility function will converge to zero as the time horizon goes to infinity.

Our goal is to maximize the expected total viewer utility throughout the entire time horizon\(^5\).

\[
\max_{E(t)_{t=1,2,...}} \sum_{t} U(S(t), E(t))
\]

\(^5\)We ignore the notation of expectation without confusing.
B. Optimal Video Rate Adaptation for Regular Viewers

We first consider a regular viewer, whose probability of quitting \( p^v_i \), \( \forall e_i \in \mathcal{E} \) is known. Let \( s \) denote the observed system state, and \( \Omega(s) \) denote the rate selected by the video rate adaptation scheme. We have the following sufficient condition for optimal video rate adaptation.

**Theorem 1:** Optimal video rate adaptation for regular viewers. Video rate adaptation \( \Omega \) is optimal if \( \Omega \) achieves the minimum of the following equation for all \( s \in \mathcal{S} \):

\[
V(s) = \min_{\Omega} \left\{ U(s, \Omega(s)) + \sum_{s'} P_r[s'|s, \Omega(s)] V(s') \right\}, \forall s \in \mathcal{S}
\]

(7)

in which \( V(s) \) is referred to as value function of \( s \).

Equation (7) is known as Bellman equation [13]. We propose Algorithm 1 to solve Equation (7) by dynamically learning the value function \( V(\cdot) \). In the learning stage, the value function \( V(\cdot) \) is updated in each iteration, based on the observed system state and corresponding utility. When the value function \( V(\cdot) \) converges, we can get the optimal video rate adaptation \( \Omega^* \).

**Algorithm 1** Optimal Video Rate Adaptation for Regular Viewers

1: Initialize value function \( V^0(s), \forall s \in \mathcal{S} \)
2: **for** all Time stage \( t, t = 1, 2, \ldots \) **do**
3: Observe the system state \( S(t) \) as \( s \)
4: if \( \sum_{e} |V^t(s) - V^{t-1}(s)| > \delta \) then
5: **Learning stage:**
6: The optimal rate based on \( s \) is
7: \[
e^* = \arg \min_{e \in \mathcal{E}} \left\{ U(s, e) + \sum_{s'} P_r[s'|s, e] V^t(s') \right\}
\]
8: After chosen the optimal video rate \( e^* \), update the value function of \( s \) as follows:
9: \[
V^{t+1}(s) = V^t(s) + \epsilon_n(s,t) \left\{ U(s, e^*) + V^t(S(t+1)) - V^t(s) \right\}
\]
10: in which \( n(s,t) \) is the number of occurrence of state \( s \) during 0 till \( t \); the learning step \( \epsilon_n = \log n/n; S(t+1) \) is the real observed system state in \( t+1 \).
11: **else**
12: **Steady stage:**
13: Choose rate by optimal video rate adaptation \( \Omega^*(s) \) according to Equation (7).
14: **end if**
15: **end for**

C. Optimal Video Rate Adaptation for New Viewers

For a new viewer, his probability of quitting \( p^v_i \), \( \forall e_i \in \mathcal{E} \) is unknown. Therefore, Algorithm 1 cannot be applied because we don’t know \( P_r[s'|s, e] \) in Equation (8). In this case, we have a different sufficient condition for optimal video rate adaptation.

**Theorem 2:** Optimal video rate adaptation for new viewers. Video rate adaptation \( \Omega \) is optimal if \( \Omega \) achieves the minimum of the following equation for all \( s \in \mathcal{S} \):

\[
\Omega^*(s) = \min_{e \in \mathcal{E}} Q(s, e), \forall s \in \mathcal{S}
\]

(10)

in which \( Q(s, e) \) is referred to as Q-factor:

\[
Q(s, e) = U(s, e) + \sum_{s'} P_r[s'|s, e] \min(s', e')
\]

(11)

Equation (11) is another form of Bellman equation [13]. We propose Algorithm 2 to solve Equation (11). In Algorithm 2, neither the derivation of optimal rate in (12) nor the update of Q-factor in (13) requires the knowledge of \( p^v_i \). However, the Achilles heel of Algorithm 2 is that, there are far more Q-factors than value functions, because the Q-factor is a function of both \( s \) and \( e \), while the value function is only the function of \( s \). Therefore, it will take longer time for Algorithm 2 to converge.

**Algorithm 2** Optimal Video Rate Adaptation for New Viewers

1: Initialize Q-factor \( Q^0(s, e), \forall s \in \mathcal{S}, e \in \mathcal{E} \)
2: **for** all Time stage \( t, t = 1, 2, \ldots \) **do**
3: Observe the system state \( S(t) \) as \( s \)
4: if \( \sum_{e} \sum_{e'} (Q^t(s, e) - Q^{t-1}(s, e)) > \delta \) then
5: **Learning stage:**
6: The optimal rate based on \( s \) is
7: \[
e^* = \arg \min_{e \in \mathcal{E}} Q^t(s, e)
\]
8: After chosen the optimal video rate \( e^* \), update the Q-factor \( (s, e^*) \) as follows:
9: \[
Q^{t+1}(s, e^*) = Q^t(s, e^*) + \epsilon_n(s,e^*,t) \left\{ U(s, e^*) + \min_{e' \in \mathcal{E}} Q^t(S(t+1), e') - Q^t(s, e^*) \right\}
\]
10: in which \( n(s,e^*,t) \) is the number of updates of \( s, e^* \) during 0 till \( t \); the learning step \( \epsilon_n = \log n/n; S(t+1) \) is the real observed system state in \( t+1 \).
11: Other value functions remain unchanged.
12: **else**
13: **Steady stage:**
14: Choose rate by optimal video rate adaptation \( \Omega^*(s) \) according to Equation (10).
15: **end if**
16: **end for**

V. PERFORMANCE EVALUATION

We use the latest rate adaptation in [12] as the benchmark, which optimizes video rate adaptation for complete sessions. We choose the following three objective functions for the benchmark scheme: 1) maximize video quality, denoted as “Max rate”; 2) minimize rebuffer time, denoted as “Min rb”; 3) maximize (video quality - rebuffer time), denoted as “Max rate-rb”. Default parameter values are shown in Table I [3].

Fig. 4(a) shows the accumulated video rate consumed by the viewer during a video session. The proposed rate adaptation
scheme for regular viewers has the highest viewer QoE. Since the benchmark schemes are based on the assumption of complete video sessions, the solutions are sub-optimal compared with the proposed schemes. The new viewers have lower utility than the regular viewers because the important information of viewer quitting probability is missing.

Fig. 4(b) shows the influence of quitting probability on viewer QoE. We vary the quitting probability for rebuffer interruption and keep others fixed. It is shown that as the quitting probability increases, the video rate consumed by the viewers decreases, because viewers easily abandon the video session once rebuffer interruption happens. As the quitting probability increases, the gap between regular viewers and new viewers decreases, because the viewer quits very soon, leaving few time for the rate adaptation to take effect.

Fig. 4(c) shows the influence of buffer size on viewer QoE. It is shown that as the buffer size increases, the viewer QoE increases because more video chunks can be stored when the network capacity is high, reducing the rebuffer interruption in case of capacity drop.

VI. CONCLUSION

Existing works on video rate adaptation implicitly presume that the viewers watch the entire video, but many measurement studies have shown that most viewers abandon the video sessions halfway. Therefore, rate adaptation schemes for complete video sessions may be sub-optimal for incomplete video sessions. In this paper, we propose a QoE-aware dynamic video rate adaptation scheme that considers incomplete video sessions and maximizes video quality that is truly consumed by the viewers. We leverage MDP to model the video rate adaptation problem, in which the rate selection is based on the network capacity, buffer state, and the viewers’ quitting decision depends on video quality and rebuffer time. The performance evaluation results have shown that the QoE-aware video rate adaptation can greatly improve viewer QoE.
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