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Abstract— In overlay multicast, every end host forwards mul- Our objective in this paper is to desigpractical and
ticast data to other end hosts in order to disseminate data. distributed algorithms based on insights from the theory of
However, this cooperative behavior cannot be taken for granté,  ,achanism design. In practice, an overlay multicast ses-
since each overlay node is now a strategic end host. Ideally, a . L . . .
strategyproof mechanism should be provided to motivate coopera- slon may SL_‘ppo” applications Wlth'(?ilverse. Ql"_a“ty'Ofm
tions among overlay nodes so that a mutually beneficial multicast (Q0S) requirements. Fatelay-sensitiveapplications such as
tree topology results. In this paper, we applymechanism design multimedia streaming, it is not permitted to buffer data on
to the overlay multicast problem. We model the overlay network intermediate relay nodes in the overlay multicast tree ctvhi
using the two scenarios of variable and single rate sessions, andpag5 peen the implicit assumptions of most of the tree con-
further design distributed algorithms that motivate each node . . . "
towards a better multicast tree. Since network parameters and Struq'or? algorlthms. On th'e other hand, figlay-insensitive
constraints change dynamically in reality, our protocol dynam- applications, the intermediate nodes may take advantage of
ically adapts to form a better multicast tree. The correctness its secondary storage to implement aggressive bufferiven e
and performance of each distributed algorithm are verified by to cache the entire data stream. Such extensive buffering
extensive implementation results on PlanetLab. significantly improves throughput at the costs of delaycsin

Index Terms—Economics, Experimentation with real net- peers may exchange missing elements of data at their con-
works/testbeds. venience. This has been the assumption of mesh construction
algorithms such as Digital Fountain [2] or Bullet [3]. We kee
to design strategyproof algorithms for overlay multicastet

Overlay multicastrefers to the construction of a multicasiconstruction in both of these cases, referred to as the soena
tree at the application layer from a data source to multiplf single rate sessiorsndvariable rate sessionsespectively.
receivers, and it enjoys the attractive advantage that theéWe have successfully applied our theoretical results to
application layer offers unprecedented flexibility andeftem the design of a set of distributed algorithms and a working
to design new algorithms. Unfortunately, such freedom dopsotocol implementation. Through careful and extensive ex
not come without challenges: each overlay node is nowpariments on PlanetLab [4], we have evaluated the corresine
selfishand strategicend host, rather than an obedient routeperformance, and efficiency of our protocol. Results have
and cooperative behavior between nodes can no longer di@wn that our distributed protocol not only converges ® th
assumed. This means that each node will choose its actigosrect solution, but also significantly increases the esyst
that maximizes itsprivate utility, and may be reluctant to throughput in both the variable and single rate scenaribe. T
replicate and forward messages to downstream childrece simessage overhead of our protocol is also explored in our
forwarding messages to downstream nodes incurs costs. experimental studies.

In this paper, our most important contribution is to apply th  The remainder of this paper is organized as follows. Sec. Il
theory ofmechanism desigio the overlay multicast problem, first introduces some background information on the VCG
and to design a strategyproof mechanism (to be precisehechanism. Sec. Il defines our notations and network model,
defined in Sec. Il) for all multicassubscribersto forward and formalizes our problem statement. In Sec. IV, we present
messages downstream, while achieving a globally optimalir theoretical solution, distributed algorithms and pooi
overlay topology in terms of maximum system throughpumplementation of the variable rate scenario, followed by a
and minimum forwarding costs. Our solution is based afiscussion on the experimental results. Sec. V runs in lgaral
the celebrated Vickrey-Clarke-Groves (VCG) mechanism [1d Sec. IV, except that we shift our attention to the singte ra
from microeconomics. In essence, our solution quantifies thcenario. We discuss related work in Sec. VI, and conclude in
(positive or negative) effects of each node’s actmthe rest of Sec. VII.
the networkThis effect, termeaxternality must be calculated
by the truthful revelation of private information by eachdeo
to the public. Once the externality is quantified, each nade ¢ Mechanism desigtakes the inverse approach when com-
take the optimal action and join to the node on the existingared to traditional game theory. Instead of finding the ldsui
multicast tree that will result in the maximum system-widéa from the model of the game, we have the freedom to choose
valuation. what outcome we wish the game to stabilize at. Based on the

I. INTRODUCTION

Il. MECHANISM DESIGN AND THEVCG MECHANISM



desired outcome, wenanipulatethe utility function so that the optimal outcomer*,(6_;). Eq. (3) combines the two
the desired outcome is achieved. We give a brief introdoctisummations into one, and simplifies the notatiomjéf can
to the concepts and terminologies of mechanism design; foba interpreted as the valuation of nogdegiven that node;
more in-depth treatment of the subject, the readers argeefe is not participating in the gameNote that the summation is
to [1], [5]. over all nodej except node, to whom we wish to calculate
Consider a game ofi nodes. Each node can decide on payment. Thus, the VCG paymept is independent ofy;.
strategys; € S; based on their utility functiom;(s;, s—;). S; This is one way to see that nodeloes not have any incentive
is called the strategy space &fand s_; simply means the to lie about its private information, since doing so does not
set of strategies chosen by all nodes exdefithe following increase its received payment
definition formally defines the dominant strategy equililpni If we substitute Eq. (3) to the quasi-linear utility funatio
Definition 1: A dominant strategy equilibrium* satisfies we have:
the condition u;(s},s—;) > wu;(s;,s—;) for all ¢ and all

strategieq(s;, s_;). wi o= v+ [ vi—> v (4)
When some private information of a node is announced to i j#i

the public, it is possible that the node is lying about thisiin _ Z v — Z ot (5)

mation in order to obtain a higher utility. Fortunately, allwe r / i J

studied class of mechanisms callttlategyproof mechanisms i ) i )
states that each node can be motivated to become honest, or &f: (5) Simply combines the first two terms in Eq. (4).
least does not have any incentive to lie. In economics, frivd"tuitively, Eq. (5) implies that the VCG payment function
information is usually calledype denoted byd; € ©; (the pays a node_ to the point that its utility; is equal to the
type space). We define strategyproofness as follows. added value it brought to the system as a whole.

Definition 2: A mechanism isstrategyproofif for every node I1l. N OTATIONS AND NETWORK MODEL
1: (1) the strategy space is to declare their tyggs- ©;; and Consider an overlay network modeled as a directed graph
(2) declaring the true type is a dominant strategy= 6;. (N, E), whereN represents the set of overlay network nodes

In essence, a solution to the mechanism design problemd E defines the set of directed virtual links. Let= |N|
should: (1) define the desired outcowid-) of the game; and be the number of overlay nodes in the network.
(2) manipulate the utility;(-) of each node through payment Letb;; > 0 represent the throughput of lirlk. Consider the
pi(-) to achieve the desired outcome. In most mechanidmenefitm to each node of receiving one fixed-length multicast
design literature, the utility function is assumed todpeasi- data message. It is reasonable to assume that the amount of
linear [1], [5], [6], [7]. This means that the utility function benefit experienced by nodedepends on the data throughput
u;(+) is the sum of the valuation functian(-) and the payment of the incoming connection. We capture this dependency by
function p;(-), i.e, u; = v; + p;. We make the simple, but modelingm(bp,;) as a function of the incoming throughput
important, distinction between the utility of (u;) and the bp,; > 0, whereP; is the parent ot. When there is no risk of
valuation ofi (v;). The valuationv; is the intrinsic value of ambiguity, we sometimes drop the first subscripthgf; and
a certain system state to nodeThis value cannot be alteredsimply write b;. Som(bp,;) is usually written asn(b;).
externally. However, the utility,; experienced by nodécan We assume that the benefit function is always non-negative,

be altered by controlling the payment. i.e, m(b;) > 0 for all b; > 0. m(b;) must also be a non-
The celebratedVCG mechanismhas been shown to bedecreasing function, since the benefit to a node cannottpgssi
strategyproof, defined as follows. decrease for a higher throughput rate.
Definition 3: A Vickrey-Clarke-Groves (VCG) mechanissn  Associated with each overlay nodes a forwarding cost
the family of mechanismM(@)n: (0(8),p(9)) such that: ¢, which represents the cost to forward one message to a
. downstream node. In our overlay multicast problemb;
0’(9) € arg mgx_zgvj(ejm(e)) @ and ¢; are both private information to individual ng?gs.) Let
=

A; be the set of neighbor nodes that nadie aware of,i.e.,
node: has the IP addresses of all nodesdn We defineC;
_ _ . ox _ (0. (0 . to be the set of children of nodg and defineP; to be the
Pi(?) ;UJ (65,7(6)) ;%(03’0_’(0_1)) @ parent of node. Therefore,C; C A; andP; € A,. We also
i defineGP; to be the set of all ancestors (parent, grandparents,
= Z (vj = ;") () etc) of 4, andGC; to be the set of all descendants (children,
i#i grandchildrenetc) of 7. In other wordsGC; includes all nodes
Eqg. (1) is the VCG outcome function, and it states that the the subtree rooted at except: itself. ThereforeP; € GP;
VCG outcome is found by optimizing the total valuation ond C; C GC;. In addition, we also use the notatidh to
a network. Eqg. (2) is the VCG payment function, which carepresent the set of all nodes in the subtree rooteq ia.,
be interpreted intuitively. The first term in the VCG paymertl; = {GC; Ui}. If r is the root of the multicast tre¢g., the
function is the total valuation of the system excluding ndde source of multicast datdl, would represent all nodes in a
valuation, given that the optimal outcora&(6) is achieved. multicast tree.
The second term is similar to the first, except we assumeFinally, we model the finite capacity of the network as per-
that node ¢ were to withdraw from the game when findinqhode throughput limits. This means that the total incoming



throughput must not exceed the limit;,,, whereas the total
outgoing throughput must not exceed the linis, ;. There-
fore, for every node, theinflow constraintis bp,; < Ly, ;,

and theoutflow constrainis Zjeci bij < Lout,i- Since a node
cannot forward messages faster than the speed at which it

receives them, we have ttaata constraintbp,; > b;; for a() cO a b@ c@
each node, j € C;. [150]  [50] [100] [150]  [50] [100]
o . . [180] [180]  [180] [180] [180]  [180]
Table. | summarizes the general notations introduced so far (2) a variable rate session. (b) a single rate session.
Context-specific notations will be introduced as necesgary
Sec. IV and Sec. V. Fig. 1. lllustration of variable and single rate sessions
n=]|N[,n>0 Number of nodes demand; and (2) All children with unsatisfied demand will
éf’ Se‘C"J,?;’,?teja?;’L”t“’;m o get equal shares of the outgoing throughput &ie denote the
i Current set of children of max-min fair allocation of throughput by noddo nodej as
GP; Set of all ancestors of L t4ir,i5, and userax- m n() as a function that will allocate
gci Set of all descendants of the resourcel,,;; to all demandsD;;. In Fig. 1(a), each
r Root node of a multicast tree L
T, The set of nodes in the subtree rooted at downstream child op has a resource demard,; that equals
T, The set of all nodes in a multicast tree to min(b,p, Lin ;) for j € {a,b,c}. In general notations,
. p 2J
bij,bi; >0 Throughput of linkij .
m(b;), m(b;) >0 Benefit (per-message) to each node Lfaimj = max-mlr(Lout,i, {Dih Dj, ..., Di\Ci\})
ci,ci >0 Relay cost of node o . ..
Lin,is Lin,i >0 Incoming throughput limit of node whereD;; = min(bp,i, Lin,;) vV oi,jEeC
Lout,is Lout,i > 0 Outgoing throughput limit of node
TABLE | The Scenario of Single Rate Sessions
SUMMARY OF NOTATIONS IN THE OVERLAY MULTICAST PROBLEM In Fig. 1(b), the outgoing throughput limit,,: , is set

to 120 KBps and nodep is assumed to have a filled buffer.
As mentioned, we consider both delay-sensitive and delagyppose all links have throughpuis KBps, then the outflow
insensitive applications by modeling the network sessisn onstraintb,, + by + bpe < Lout, Will be violated. In this
either single or variable rate sessions. This correspondschse, max-min fairness requires that the outgoing throughp
network nodes with dilled or anunfilled buffer, respectively. of 120 KBps at p to be evenly distributed among, b,
Specifically, in single rate sessions, a node wiffilled buffer gnd . Therefore, (bya, byb, bpe) = (40,40, 40). These slow
must receive and send messages at the same througeput,downstream throughputs will throttle the upstream thrqugh

bp.i = bi;, thus messages received from upstream will B@sulting inb,,, = 40. We see that filled buffer nodes tend to
sent downstream in the most expeditious fashion. On the othcrease the total network throughput.

hand, in variable rate sessions, a node with its buifsilled

may queue up messages, thereby sending messages to varioud V- T HE SCENARIO OF VARIABLE RATE SESSIONS

downstream nodes (potentially) at different throughputs. Before we apply the VCG mechanism to our scenario, we
We explore the scenarios of variable and single rate sessimeed to first quantify the notion of each node’s valuation. In

in Fig. 1. The white nodes in Fig. 1(a) represent unfilled &uff this paper, we capture the valuationof each message to each

nodes, whereas the black nodes in Fig. 1(b) represent filleade: intuitively in the form of benefit minus cost. [€;] is

buffer nodes. We will follow this convention in all subseqtie the number of children of, andc; is the unit forwarding cost,

figures in this paper. In both figures, nodés receiving data the valuation is simply the benefit(b;) minus the total cost

at a rate ofl00 KBps from noder through a live data session.|C;|c;:

p will then make three copies of each message, and send it to v; = m(b;) — |Ciles (6)

the three downstream children b, and c respectively. Each

node is also labeled with two numbers in square brackets.The valuesn(b;) andc; are both private information to node

The number on top represents the incoming throughput liniitand are not known to any other node in the overlay network.

of i, i.e, L, ;, and the bottom number represents the outgoirgowever, strategyproofness of our solution will ensuret tha
throughput limit ofé, i.e., Lout.:. each node honestly reports the true value of these infoomati

The Scenario of Variable Rate Sessions A. The VCG Payment

In Fig. 1(a), Lout,p, takes an outgoing throughput limit of  All previous mechanism design literatures that we are aware
230 KBps. Link pb is constrained by the inflow constraint,of have either explicitly or implicitly assumed existendeao
and will experienceés0 KBps. Then, the remaining80 KBps trusted third party who is responsible for transferringmants

should be evenly distributed between and pc, i.e., by, = [6], [7], [8], [9]. We have the same assumption here, and adop
90 KBps andb,. = 90 KBps. The resulting throughputs arethe convention that a paymept > 0 is a payment made from
(Dpas bpp, bpe) = (90, 50, 90). a trusted third party to node wherea®; < 0 means that node

In fact, this corresponds to the classic max-min fairnessmust pay the trusted third party. In the context of overlay
allocation of network resourcedax-min fairnessrequires multicast, the trusted third party is assumed to be the réot o



r m(b;) — |Cjle;. Eg. (8) is our final derived VCG payment
\ equation, and we have renamed the term&tp P, P, and

7\ P/\ P, respectively for convenience.
\
N B. The VCG Outcome

bO cO dQO b@ i c@ Jd@
,’ /’ In the context of our overlay multicast problem, an outcome
oS W g s is the set of independent decisions made by each node to join
a parent. More formally, an outcome= (oy,...,0,) is a set
ko/l k.Ag. of choice_s _made by each noddexcept the root) on which
parent to join such that; € A;. Back to our example in Fig. 1,
(a) Variable rate (b) Single rate the outcome vector i$0pa 04, Ob, Oc) = (n D, p’p).

According to Eq. (1), the VCG outcome should maximize
the system valuation. This means that any node who is
the multicast tree, but can be any third party bank in realitinterested in subscribing to a service should join the roadi
We will next derive the correct VCG payment according ttree only when its entrance will increase the overall system

Fig. 2. Derivation of VCG solution at node

Eqg. (3). valuation
Eq. (3) suggests that in order to calculatecorrectly, we Z“’ -~ ZU_—i <0 9)
need to know the difference betweep andwv;* for all j # 7 ! por J

7. In other words, we need to quantify the net effect of the
entrance ofi on the rest of the systeme., the externality of
its entrance.

This is called theparticipation constraintIf there are more
than one outcome decisian that satisfies the participation

To derivep;, we use Fig. 2(a) as a visual aid, which depict onstraint, the VCG outcome; is the one that maximizes
the scenario where nodés an internal node with descendant{"€ |€ft-nand expression of this constraint. We call the VCG
GC,. Again, the white nodes represent unfilled buffer node@uicomeo; the best parentof i, and call the best alternate
and the black nodes represent filled buffer nodes. There €Nt thesecond-best pareraf i. Compared with Eq. (5),
three disjoint sets of nodes to consider, namely the papgnt 'OWeVer, we notice that the left-hand expression in Eq. (9)

the descendan§C;, and nodes in other subtreé®p. \ T;}. is simply the utility u;. Therefore, maximizing th%left-hand
. ‘ expression in Eq. (9) is the same as maximizirjg, where
=9 can be opanced agolows: )
Di P, — Up, . » I In summary, if a node can calculate;, it can simply add its
jetgain®; '3} valuation and payment to obtain its utility. Under tteategic
+ Z (v; —v;") + Z (v; —v;’)  node assumption, a node will join to the parent that maxieize
je{gCnPrit} JE{TT:} u . Itis possible that none of the potential parents s#tisfies
! @ the participation constraint. In this case, nodeill choose
not to subscribe to the multicast service. This is reas@nabl

= —Cpt Z A (m(b;) — m<bjﬂ)) because strategic nodes have no incentive to subscribe if th
je{gc;nP; '3} utility is not positive.
+ Z (m(bj) — [Cjlc;) C. Distributed Algorithm
Je{gC:inP;E} Our objective is to design a practical and distributed
+ (m(b;) — m(b7")) (8) application-layer algorithm that converges to the VCG out-
J J . . .
JE{TP\T} come and VCG payment previously derived. Information

regarding a node at one end of the overlay network takes

time to propagate through the network to reach the other end.
The first term in Eq. (7) simply indicates that the entrance aherefore, there is an unavoidable, but finite, delay iniveog

i costs its parerP; exactlycp, to forward each message. Theany information from a node who is at the far end of the

second term in Eq. (7) refers to the descendant thfat has network. However, as long as the overlay network parameters

a second-best parer®;*, i.e, an alternate parent other tharareslowly varying i.e., the network dynamics are sufficiently

the optimal parent. In this casgstill needs to forward to the slow, our distributed algorithms should dynamically refapn

same set of childred; with the same forwarding cosj, i.e, ure the multicast topology. In other words, our distributed

¢;' = c¢; and|C;| = |C; | Therefore, the cost component ofalgorithms should ensure that the optimal multicast tree be

the valuation function cancels out, and only the differeimce formedeventuallyin a finite number of steps. In the following,

benefits(m(b;) —m(b;*)) is left. The same argument appliesve wish to find a distributed algorithm that will converge to

for the fourth term as well. On the other hand, the third temm the correct VCG payment in Eq. (8).

Eq. (7) refers to the descendant that has no alternate parenSuppose nodé wants to calculate the paymept that it

In this case,j has no way of receiving the multicast datahould receive. To do so, we must find a way to obtain each

except fromi, so wheni is not participating, the benefit tp term in Eq. (8) in a distributed manner. The first teffn is

becomes zero, and no forwarding can be doeg,m(b; ) = the forwarding cost of the parent éf and can be obtained

0, cj‘"' = 0, and|C;| = 0. Therefore, we are left with; = easily with one simple message exchange with

= P+Ph+PB+FP



we find the better throughput out of the two paths that we
have considered, as follows:

bs® = max(bs *, min(b; *, Lss)) (11)
) Lig=mn (Lo L 2o) Eqg. (11) is essentially a propagation equation that derives
5Q L ammin G b5 3 from b3 *. At this point, we have successfully calculated
b 3.
tz_slz_min (Lgir_%av Lin, 3b5)'1 .
[} L o Ly 2 ) How to calculate L;, 45 at node 4?
et Lin 45 is the overall throughput constraint of the path
8 bo? = max (be3, min (552, Lgg)) from 4 to 5, and includes three constraints: (1) the incomin
\ L =min (L, L g
\ nas = M (o Las) throughput limit at nodes; (2) the outgoing throughput limit
\ Lig = Min (g, iy 55) (according to max-min fair allocation) at node and (3) the
O 0Q 4T o= maxts e L) incoming throughput limit at node. ComparingL,s with
\ } L,y 45, we note that the only additional constraintof, 45 is
; b | the third constraint. We have:
Fig. 3. Variable rate sessions: Distributed computation mfates Linas = min(Lina, Lyairas, Lin,s)
= rnin(LmA, L45) (12)

. . . The second line in Eq. (12) simplifies the definition of
Calculating the second ter; in Eq. (8) is more challeng- Ly, 45 using Eq. (10). Weqncgte )that aITI calculations bf, .

ing. Essentially, we neetl; andb;* from every descendant an be done locally at node. First, Ly, is just local

j € GCi. This can be ach!eved if every n_ode periodically S?n(?rsl{ormation readily available at nodé¢. Second,L,,; 45 IS
an update message to its corresponding parent regard|ngf| S ’

private information; andb;i. This implies that the message ound by max-min fair allocation algorithm performed at rod

length is upper-bounded b9 (n), wheren is the number of 4. Third, L;y, 5 is passed along from node In general, we
nodes in the network. can defineL;, ; to denote the overall throughput constraints

In the multicast tree shown in Fig. 3, nodeshould send of the path from node to k, where; € C; is the child ofi
node 4 the message{b5,bg4,Lin75}, all of which are local that is along the path from to k. The general definition of

information at nodes. Note thatb; andb;* are both used at Lin,ax s therefore:
node4rto calculatep4[. Node4 is then responsiple for sending Lini TR
{b47 b;d’ -.Lin,47 b.57 bgd’ Lin,45} to nodes3. b.4’ b;d, and Lin,4 Lin’ik - { miI{(Lin,ia Lfai’r,ij7 Lin,jk) if 4 7é k
are readily available at node whereas; is passed on from
node5. Li, 45 iS @ new notation used to denote the overall EQ. (13) is a recursive definition in the sense that ;. is
throughput constraint of the path fromto 5, and will be defined in terms of;, i, wherej is a child ofi.
discussed in greater detail below. Finally? andL;, 4s needs ~ We illustrate the generalr ecei ve_update() and
to be computed, so we now proceed to find a way to derig¢nd_updat e() algorithms in Table II, wherg is a child
each of them, purely from the local information at notle  of i, andk is a descendant in the subtrgg. Due to space
5 constraints, the interested reader is referred to our teahn
How to calculate b; ™ at node 47 report [10] for an extensive example of this algorithm. Note
b;® refers to the best throughput at which nodlecan that we have incorporated our propagation equations for find
receive provided that nodizdoes not participate. From Fig. 3,ing bg?’ and L;, 45 from Eq. (10), Eq. (11) and Eq. (12) on
it is clear that there are two alternate paths to considéines 13 — 15. It can be verified that, this algorithm, which is
The first path goes through nodeto reach node5. The used to calculate the second termppffrom Eq. (8), isO(n)
second path goes through no8@nd4 to reach nodeé. By as expected. Fig. 3 fills in the propagation steps all the way
inspection, we observe that the former path will deliveradatrom leaf node5 to nodel.
to node5 at the throughput of exactly; *. The second path  Up to this point, our discussion has focused on the second
will deliver data to node5 at the throughput ob;”, with term P, in Eq. (8). The calculation of the third terms, as
additional constraints that link5 may impose, which we call we will see shortly, is based on the same algorithms used to
L5 for conveniencelL,s is constrained by two factors: (1)find the second ternP, from Table Il. To see how this is
the incoming throughput limit at nodg and (2) the outgoing true, observe from Eq. (8) tha, differs from P; in that the
throughput limit (according to max-min fair allocation)radde former applies to the descendantsiohaving an alternative
4,le, path for receiving multicast data, whereas the latter app
Las = min(L fair.a5, Lin,s) (10) the descendants afwithoutan alternative path for receiving
multicast data. In the latter case, the throughput,is = 0.
OnceLy; is found from Eqg. (10), we take the minimum ofAs a result, if a descendarit of node i has b,:i =0, it
bf and L5 to obtain the throughput that nodewill receive belongs to the third termP;. Otherwise, it belongs to the
atif the path through nod& and4 is used to reacls. Finally, second termP,. Notice that in addition to passing wp, b; *,

(13)



; VOi%rSaneLnge?\?ea,\;Seé)) to node;j becomes ! = 60 KBps. The superscript! is used
3 j < msglnsource to distinguish betweeb, andbjl. While the former represents
‘5‘ forbeeﬁhr’; Se fijb the throughput ofj before!l joins i, the latter represents the
6 b'ii _ mggm’z_i throughput ofj after [ joins i. The second-best throughput
7 |é“k\ hmsgmf,ﬁ\ b;* = 50 KBps is not good enough to motivate nogeto
g G —msgince leave node. The change in benefit is this:(b]") — (b;)) =
10 endfi” ginSin gt 60 — 100 = —40. On the other hand, the throughput to node
1 Liinis — MaXmin(Loygi, {Lin,jec, }) k afterl has joined becomes’ = 70 KBps. This is because
12 for eachk €T} the joining ofi to i has decreased the throughput of nad®
13 L_ii;)q_% mln(Lf«ir,u:_Lm,_jg? the point that it decides to leaye The change in throughput
e b ;f;ﬁfé’g@;(zi L)) is thus (m(by,) — m(b;")) = 70 — 90 = —20.
16 end for e Consider a very similar scenario in Fig. 4(b), but this time,
17 _ node! is already a child of nodé. For consistency, nodg
ig Vo'iqsser(‘)du‘tumf{? eb(_)pi oo} should no longer be the child of node since it has moved
20 for %achk e - G Tind to the alternate parent, who can provide a throughput(of
21 mSgOUt— msgOUtU {by, by 7" [Cil, e, Lin. it } KBps. Again, nodd wants to calculate?;, and requests the
22 end for assistance of node Nodej would have the following numeric
23 sendMsg(msgOw;) values:
TABLE I
VARIABLE RATE SCENARIO: DISTRIBUTED ALGORITHM TO RECEIVE AND .
SEND PERIODIC UPDATES bj =60 KBps, ;" =50 KBps

i Q i Now, we need to calculate the change in throughput at node
requestPAK/ \ request p4( 4 if node [ were to leave node, i.e., bj‘l. From Fig. 4(b),
S j we can see thani;l = 100 KBps. Therefore, the change in

throughput to nodg is (m(b;) —m(b; ")) = 60— 100 = —40.

We summarize the fourth-term calculations by an algorithm
that will be run on node when a child or potential child
sends a request fd?,. This algorithm, which is als®(n), is
presented in Table Ill. Lines— 15 correspond to the scenario
Fig. 4. Variable rate scenario: NodeequestsPs from nodei in Fig. 4(b), and linesl6 — 24 correspond to Fig. 4(a). The

interested reader is referred to our technical report [20hH
] extensive example explaining this algorithm.

and Ly, ;x, we also need to pagsy| andc;, for the calculation  ncjuding all four terms in calculating the payment to nade
of the third term, which are already included on ligé in  fom Eq. (8), the final distributed VCG algorithm is presehte
send_updat e() . in Table IV.

Finally, we proceed to find a distributed algorithm for the

fourth term in Eq. (8), which calculates the change in vatuat D. Implementation
of nodes from other subtreefl’s, \ 7;}. Suppose nodé
requests the assistance Bf to calculate the fourth terni.

O

(a) Before node i joins (b) After node i joins

To show that our proposed algorithms are practical, we
L . implement the distributed algorithms ii©Overlay [11], an
This |s_presented W't.h an example b_elow. L experimental testbed for implementing and evaluating layer

In F|g. 4(), cons?der the scenario where noﬁe§ the protocols. The experiments are then deployed on PlanetLab
only child of nodei, and nodek is the only child of [4].
node j. Note that nodel is not a child of node; yet, but When a node is first started, each nadis bootstrapped

iupposei[ n_oclid lehgsFto calculate t_he four'ltht_terlf4 IIh with a random set of neighborise., 4;. These neighbors then
It were 10 join node:. From our previous solution Tor the o ., me the set of potential parents that a node can joinllReca
second and third terms, we should have already obtained !

i ; &t each node must find the best parent to join. In our
:ihata Set{.bj’ b5, ‘Cdj"tcj’LWﬂ’ l;’ﬁ’ bdk’ ‘%" C’%Li"ﬂ"“} frlom. protocol implementation, this is achieved by passing nyEsa
i€ T ecel ve-lpda e() metho - or .e exampie 1N petween neighbors or adjacent nodes. Each message in our
Fig. 4(a), we assume these numeric values: protocol is identified by its message type. The mechanics of
the tree formation and evolution is based on the join and
b; = 100 KBps, bj*i = 50 KBps rejoin process. The join process involves the InfoRegAafe
B —i JoinReg-JoinAck message sequence. Fig. 5(a) illustraes t
bk =90 KBps,  b;" =70 KBps message passing from a network view. When nosiends out
Note that all four throughputs above assume thiads not an InfoReq message (labeled iR) to each of its five neighbors,
yet joined nodei. Now suppose the max-min fair allocationboth nodesa and P; respond with InfoAck (labeled iA).
algorithm determines that nodegsor k£ should each get a However, node$, e, and; all respond with InfoNak (labeled
throughput of60 KBps after! has joined, then the throughputiN). Node o will then decide whether to stay with the parent



1 void r equest _Py()
2 msgln— receiveMsg)
3 [ <— msglnsource
4 Py —0
5 Lyair,ij < max-minLout,is {Lin je{c;}})
6 Lij < min(Lfair,ij, Lin,jk
7 iflecC; /I Existing child
8 for eachj € {C; \ I}
9 L;{,l,iryi]' - max'mir(Lout,iv {Lin,je{Ci\l}})
10 for eachk € T}
11 Lyl —min(L7, o Lin k)
12 Py — Py + (m(Li) — m(L;;)))
13 end for
14 end for
15 msgOut— {c;, P1} ' i .
16 else ifl ¢ C; /I Potential new child Fig. 6. 80 PlanetLab nodes distributed over North America
17 for eachj € C; . .
it o i neighbors reply with an InfoNak. In contrast, nodes that are
18 Lfai'r ij <« max mIr(Loui,lv {LG,ge{ciul}}) . .
19 for eachk € T; adjacent to thelata source or theroot, will get an InfoAck
20 it — min(L}riirij,Lm’jk) from the root immediately, and the tree formation will begin
21 Py — Py + (m(L}H) — m(Lyy)) Every overlay node on the network who is interested in the
gg en‘é”ff(’) rfOf multicast service will keep trying to join the multicast g
o4 msgOut— {ci, 1} by sending pgnodlc Infoqu. .Even after a nqde successfully
25 end if joins the multicast group, it still has to periodically peolis
26 sendMsg(msgOuj, neighbors to ensure that it is connecting to the best parent.
TABLE 1lI When a node detects that there is a better parent than its
VARIABLE RATE SCENARIO: DISTRIBUTED ALGORITHM TO CALCULATE  current parent, it will initiate a rejoin process. The rajoi
THE FOURTH PAYMENT TERM process includes two basic steps: a leave from the existing
T Vol VoG payment () parent and a join to the new besEt parent. . .
2 p; < Py I/ First term We assume that every node is interested in the multicast
3 for eachk € Ty service. This assumption does not compromise the generalit
g if by # 01 Py 3 Secongffm of our experiment because a node who is not interested in a
pi s + (m(by) = m(b ) particular multicast service will simply reply with Infola
6 else ifb, ' =0 // P, *#, Third term h . . InfoR d theref il
7 pi — ps + (m(be) — [Cilex) whenever it receives an InfoReq, and therefore, will never
8 end if participate in the formation of the multicast tree anyway.
9 end for We define the benefit function and cost to be:
10 p; < pi + Py Il Fourth term
TABLE IV m(bi) = 5-bi (14)
VARIABLE RATE SESSIONS DISTRIBUTED VCG PAYMENT ALGORITHM ¢ = 10 (1 _ # (15)
‘Ci‘ +1

P, o rejoin to the new parent, according to a maximization i N EQ. (14) is the inflow throughput of nodein KBps.

of its private utility u;", as described in Sec. IV-B. Fig. s5(pyNote that Eq. (14) satisfies both the non-negative and non-

illustrates the idea using a timing diagram. Nadkrst sends decreasing criteria of our benefit function. Further, Ec) (1

an InfoReq to its two neighbors, and b. Node a, who is a simulates a higher cost when the number of children inceease

valid potential parent of, responds with an InfoAck. Node OUr experiments involve running0 PlanetLab nodes dis-

b, who is not a valid potential parent of responds with an tributed over Nprth Amerlca in parallel. Fig. 6 presents the

InfoNak. Since only node replies with an InfoAck, node geographical distribution of thes&®) PlanetLab nodes. The
per-node inflow and outflow constraints are emulated by the

will initiate a JoinReq message ta A JoinAck message is ! X ;
then replied by node upon a successful join. iOverlay engine [11], and are generated with a power-law

At an early stage of the multicast topology formatiodlistribution over the range specified in Table V, which also

process, nodes that are topologically far away may not GEMMarizes other experimental parameters.
able to find any neighbor who is already a subscriber, all

Parameter Value or Range
of Parameter
Number of overlay nodes 80
Node a Node Node b Inflow throughput limit L, ; 10 — 50 KBps
Outflow throughput limitL ., ; 20 — 100 KBps
soReS Ingy, Data message size 50 KB
Time /& Buffer size at each node 1000 messages
%y Number of initial random neighbors 3
Frequency of throughput measurements 8 seconds
y Frequency of periodic updates 6 seconds
% Frequency of rejoin process 46 seconds
ok
TABLE V

VARIABLE RATE SCENARIO: EXPERIMENTAL PARAMETERS
Fig. 5. Distributed Protocol Message Passing



Fig. 7(a) further plots the number of KB received by each ,,  Variable rate: Percentage protocol overhead
of the 80 nodes. Each line corresponds to the number of
KB received by one node over time. We can see that the
experienced data throughputs range from ab®WBps to
35 KBps. Fig. 7(b) quantifies the percentage gain in terms
of per-node throughput of our distributed algorithm (ladukl
Variable rate VCG over a simple benchmark (labelgdriable
rate Random In every rejoin process of tHiRandomscheme,
instead of joining to the best neighbor, each node will ckoos
a random neighbor to join to. We observe that each node
generally experiences a higher throughput with our VCG-
based algorithm than with the Random scheme. We can sum
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the throughputs of all nodes to obtain the total throughput Node number
in KBps. The t,Otal throughputs of the VCG schemel@$4 Fig. 8. \Variable rate scenario: Percentage averhead of eadé
KBps, comparing to a total throughput of on26 KBps Message Type | Number of KB
_ i i : Control messages 685 KB
a68% throughpyt |'mprovement. Thls result has confirmed Data messagos | 103406 KB
the fact that our distributed protocol is converging to a enor Protocol Overhea 0.66%
optimal multicast tree. TABLE VI

We further evaluate the correctness of our distributed-algo
rithms and protocol implementations in Fig. 7(c), where we
track both thesystem valuatioand thesystem utilityover time. V. THE SCENARIO OF SINGLE RATE SESSIONS
Since the VCG outcome from Eq. (1) maximizes the system The VCG Payment
valuation ) . v;, we expect the total valuation of all nodes

to monotonically increase over time. Ir_1dee_d, the solid I'n_ne_ every node in the network has no more buffer to queue
Fig. 7(c) shows that the system valuation rises from ana'h't'messages. Messages that are received but not sent out to

value of 0, and converges at approximatedj00, staying at gonstream children will immediately be dropped. Another
that level for the rest of the experiment. The minor fluciadi way to interpret a filled buffer nodgis that all network links

is due to delayed or stale information that is inevitable iR ~ijent at node will have the same throughput in operation.
any distributed protocol. Overall, this result indicaté®tt ¢ 5| hodes have a filled buffer, then the entire tree will cte
each node is indeed maximizing tlsgstem valuatiowhen o gne uniform throughput in steady-state. We introduce the
making individual decisions based on private utility — aidhiv q1ationy(7;) to represent the uniform operating throughput of
illustration of strategyproofness. In contrast, the systgility 14 entire subtre@;. To calculateh(T}), we take the minimum

demonstrates no observable trend of convergence. Thi$'°bﬁ¢roughput limit of every node in subtré®. In other words
vation clarifies a common misconception: when every node j i

oo Ry . NOCGE M or L, of one of the nodes iff; will eventually become

the network maximizes thelr prlvate utility, thg syste_rm_tytl the bottleneckthat determines the value 6f7}).
of a VCG-based mechanism is not necessarily maximized. Lout i

In Fig. 7(d), the balance of each node is plotted as a function b(T;) = min (mi:},l{Lm,jL min {C—]}> (16)
of time. We have left out the legend of the graph for brevity. 7eh 7€t L 1G]
From the figure, most subscribers experience a budget surpluAgain, we derive our VCG payment from Eqg. (3). Similar
(a positive balance) at the end of the experiment. The siokd | t0 our derivations of payment in the variable rate scenario
is drawn from the perspective of the system as a whole, whb Sec. IV-A, we wish to account for thexternality of the
experiences an overall deficit. This is an empirical illason participation of nodei. Eq. (17) partitions the set of all
of the well-known budget-balanceproblem of VCG, which nodes (except) into four disjoint sets, namely the parent of
states that the system will run a budget deficit. i, the descendants af who have a second-best parent, the

We end with an analysis on the overhead of our distributégscendants of who do not have a second-best parent, and
protocol. As mentioned in our protocol design, a messaéee set of all nodes other than thoseZin Note that each term
can either be a control message or a data message. In iBued. (17) corresponds to an effect of the entrance. of
gxperiments, we measure both the data and control messages —  (yp, — U;j) + Z (v; — Uj—i)
in KB, and graph the percentage overhead of each node in ’
Fig. 8. We observe that most nodes experience an overhead

VARIABLE RATE SCENARIO. PROTOCOLOVERHEAD

In the single rate scenario (Fig. 2(b)), we assume that

je{ge;nP; '3}

of around0.1 — 1%. Furthermore, there are a few nodes who + Y iy Y (=)
have never joined the multicast tree, since they were unable je{gCnP; Y JE{TAT:}
to find a neighbor who satisfies the participation constraint (17)

Consequently, these nodes have not received any data regssag
and so they have been left out of Fig. 8. Overall, the overhead
of implementing our protocol in the entire overlay netwosk i

a modesD.66%, as seen from the results summarized in Table + Z (m(b(T,)) — m(b(T, \ T1))) (18)

VL. JE{T\Ti}

—ept Y (mO(T) - [Gley)

je{genP; H#}
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Fig. 7. Experimental results: the scenario of variable ratsiens
= P+P+Ps its private utility v, = v; + p;, subject to the participation

S o constraint of Eq. (9).
For the parent ofi, the participation ofi will incur an

extra forwarding costcp,. This explains the first term in C. Distributed Algorithm

Eq. (18). The second term in Eq. (17) is zero, because ifyye geek to find a distributed algorithm for the single rate
a descendant of can find a second-best parent, then the.anario. The first ternP; in Eq. (18) can be found by a
only difference in valuation will be caused by a differencgimple message exchange between noded its parent;.

in throughputs. However, we have already shown that ther<—:-14'ﬁe second termP, in Eq. (18) requires that we know the
only one ope_rating throughput for tr_]e_entire .tree. Thus, t%erating throughpuk(Z,.), the number of childrenc;|, and
;econd term in Eq. (17) has 'been eliminated n Ea. (8). the forwarding cost;. The latter two pieces of data can simply
in the third term of Eq. (17) is zero because if a descendg{ll nassed up from every child to its parent periodically as in
of 7 cannot find a second-best parent, then there is no valyg, so|ution in the variable rate scenario, which requires a
Therefore, we are left with; = m(b(1;)) ~|Cj|c; in EQ. (18).  message length ab(n). We further wish to calculaté(T})
Finally, for the fourth term in Eq. (17), the cost componeft q, 5 gistributed manner. But before we proceed, we first

the valuation function will be cancelled outin Eq. (17) M8 jefine a new notatiof; that combines the inflow and outflow
only a difference in benefitém (b(7;)) — m(b(T- \ 73))) IN onstraints of node into one constraint:
Eqg. (18). Again, we have renamed the first, second, and third

. . Lip i if i is leaf

terms of the payment equation 1, P, and P; respectively Lo i . "
for convenience. L;={ a1 i If 2 1s roo (20)

Ps in Eq. (18) merits some further discussion. In particular, min (Lm,;, (’C—“tl) otherwise

it suggests that the valuation of nodes in other subtreds wil ) o _
be affected by the entrance ofonly whenT; throttles the b(T).) can be calculated in a distributed manner if all nodes

throughput of the existing tre¢T, \ 7;}. In summary, we passh(T;) to their respective parent, and each parent computes
have: the propagation equation as follows:

b(T;) = min (b(T \ T3), b(T3)) (29) b(T;) = min (LZ,Jrrencrz{b(T])}> (21)

The above equation is recursive, and suggests that we should

B. The VCG Outcome find the minimum of the locaL; as well as the(T}) for all
Similar to the Sec. IV-B, after nodé has calculated its children;j. Each node stores two throughput numbers, namely

paymentp;, it can easily choose the best parent by maximizing7;) and b(7,.). These two numbers are not necessarily the



1 void r ecei ve_updat e() 1 void r equest _P3()
2 msgin— receiveMsg) 2 msgln«— receiveMs()
3 j < msginsource 3 ! < msglnsource
4 for eachk € T; 4 P3 —0
5 b(Ty) < msginb(Ty) 5 ifleC; /1 Existing child
6 |Ck| < msgin|Cy| 6 for eachj € {C; \ I}
7 ¢ < msglncg 7 for eachk € Tj
8 end for +1 . Lout,i
8 L Lin.i, :
9 if P =null // Nodei is the root 1 o min ( ind ) o
10 Lo (Lout 9 (T \Ty) — min(b(T- \ T;), L7, min;c (e, \3 0(T}))
‘ 1€ | . 10 Py — P3 + (m(b(Tr)) — m(b(Tr \ T1)))
11 else if |C;| =0 /I Nodei is a leaf 11 end for
12 L; « Lin,; 12 end for
13 else 13 msgOut— {c;, P}
14 L; < min (Lmﬂ-, %) 14 elseifl ¢ C; /I Potential new child
15 end if ! 15 for eachyj € C;
16 b(T;) — min (L;, minjec, {b(T})}) 16 for f?Chk €Ty .
17 17 L'L <~ min (Lin,iy 7|CI‘+'1)
18  voidsend_updat e() 18 (T, UTy) — min(b(T; \ T3), L, minje (e, 1y b(T}))
19 msgOut— {b(T%), |Ci, ¢; } 19 Ps «— P+ (m(b(T, UT})) — m(b(T)))
20 for eachk € T; 20 end for
21 (rjnfngutH msgOutU {b(T%), [Ck|, cx } 21 end for
22 end for
22 msgOut i, P
23 sendMsg(msgOu®;) 23 end i? ut—{ei. P}
TABLE VII 24 sendMsg(msgOuy,
SINGLE RATE SCENARIO DISTRIBUTED ALGORITHM TO RECEIVE AND TABLE VIl
SEND PERIODIC UPDATES SINGLE RATE SCENARICQ DISTRIBUTED ALGORITHM TO CALCULATE THE

THIRD PAYMENT TERM

same, becaus&T;) considers only the descendantsipbut
b(T;) takes into account of the additional constraints from the
rest of the multicast tree. However, these two numbers can be
the same if the subtreg,; is the bottleneck of the throughput

void VCG_paynent ()
p; < Pp Il First term
for eachk € T;
if b," =0// P, "3, Second term
pi <= pi + (M(b(T7)) — |Cklex)

O~NO U WN -

of the entire tree. Table VII presents the exact algorithioteN end if

that our propagation equation from Eq. (21) is found on line end for

16. p; < p; + P3 Il Third term
We also note thai(T;) at the root is identical to(7).), i.e, TABLE IX

b(Tr) = b(TZ) In this way, the root can caIcuIatéT,,), and SINGLE RATE SCENARIC DISTRIBUTED VCG PAYMENT ALGORITHM
can then pass this value down to all descendants, eitheypigg

backing it on a multicast data message or using a Separgie throughput performance of our VCG scheme with the

control message. Finally, to calculate the third term in®8),  pandom scheme. The total throughput of all nodes in the VCG

podez can sgnd a request to its parent. The exact algo””EEheme i809 KBps, representing 7% improvement over

IS prese_nted in Table VIII. L the Random case, which has a total throughput of Galy
The final payment calculation is simply a sum of the thrégg s ‘A i the variable rate experiments, this result iatés

terms in Eq. (18), and is presented in Table 1X. Note tr}rﬁ : . : :
T o , X at our protocol is converging to a more optimal multicast
similarity between the distributed algorithms of the vhaha tree P aing P

andsinge rat scenrios nfact he srutre o theostis " i 10 e pot e system valuaion and the syst
9 y P propag utility as a function of time, where the monotonic increase

used. of system valuation over time can be readily observed, and
D. Implementation convergence occurs at arougd00. On the other hand, the

Since the structure of the distributed solutions are similaystem utility displays no observable trend of convergease
between the single and variable rate scenarios, we will ueeviously explained.
the same protocol designed in Sec. IV-D in this subsection.We next turn our attention to the balance of each node over
For ease of comparisons, we have kept most experimeritgie in Fig. 9(d). Once again, almost all multicast subsansb
parameters the same as before. In the single rate expesime@@in a positive balance over time, and the system expesence
the buffer size of each node has been set to one messa&gé@egficit. These results are quite similar to the variable rat
instead of 1000 messages. Apparently, this is to emulatéxperiments, since both are VCG-based algorithms after all
the single rate behavior. Further, the single rate digeidbu In a similar style as our results in the variable rate ex-
algorithms require extra control messages to broadcast fperiments, Fig. 10 graphs the percentage overhead of each
value ofb(T,.) to all subscribers, and this broadcast messag¢anetLab node. We observe that most of the nodes experience
is sent every2 seconds in the current experiment. an overhead percentage 6f3 — 3%. Again, we have left

Fig. 9(a) further plots the number of KB received by each afut the nodes who have not found a neighbor satisfying
the80 nodes. We can see that the experienced data throughghes participation constraint, and thus have not joined ® th
range from abouB KBps to 25 KBps. Fig. 9(b) compares multicast tree during our experiment. Another observation
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Fig. 9. Experimental results: the scenario of single ratsisaes

is that the message overhead of the single rate scenario is
generally larger than that of the variable rate scenarids

a reasonable result, as explained next.

Table X calculates the overhead of our distributed protocol
for the single rate scenario to Bet4%, which is higher than
the corresponding overhead 6f66% for the variable rate
scenario. This increase in overhead is contributed by: (1) a
increase in the number of control messages; and (2) a decreas
in the number of data messages. In the single rate scertagio, t
root has to consistently broadcast the multicast tree girput
b(T,) to every subscriber. These periodic broadcast messages,
which are sent everg seconds to all subscribers, account for
the increase in control messages. In addition, the system as
whole receives only6635 KB of multicast data in the single
rate experiments, in contrast with3406 KB of multicast data Fig. 10.
received in the variable rate experiments. Therefore, thelev
network is able to receiv83% more multicast data in the
variable rate scenario than the single rate scenario — dt resu
that we already argued intuitively at the end of Sec. III.. Hify
graphs the percentage throughput improvement of the \lariab
rate scenario over the single rate scenario. From this figure
is clear that the nodes in the variable rate scenario géyeral
experience a higher throughput than the nodes in the single
rate scenario. In summary, although the message overhead is
higher than before, the resulting protocol still runs srhoot
in our 80-node experiments.

Overall, we believe that the results of our implementations
on PlanetLab have verified some of the important properties
of our VCG-based distributed protocol. Our protocol hae als
been evaluated in terms of its convergence to optimalit,ylg 11,
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C'\é'stsrz??neeggges Nurgggr,fé KB forwarding costs. In both solutions, participation of e'wtde
Data messages 56653 KB is voluntary, so that a node may leave the multicast tree
Protocol Overhead 1.44% whenever its private utility becomes negative. Thus, every
TABLE X node is entitled to a non-negative utility, and the right amto
SINGLE RATE SCENARIG PROTOCOL OVERHEAD of incentives will be given to reveal truthful private infoa-

tion. More importantly, not only have we found distributed

h h ; I ffici Furth h algorithms to converge towards the VCG solution, but we
throughput performance, as well as efficiency. Further, aeh o\ 5150 carefully designed a protocol verified by actual

not only derived a theoretical VCG-based Strategyproownecimplementation in PlanetLab. In summary, we believe that we

anlgm,_but have al_so extended_ this theoretical solutiongeta have narrowed the gap between theory and practice, and have
of distributed algorithms that will converge to the corrg@G brought the research community one step closer to the actual

payments in afinite ngmber of steps. qut_lmportgntly, tr‘t?eployment and realization of these VCG-based strategypro
designed protocol that implements these distributed algos mechanisms

have also been proven to converge to the overlay multicast tr

that maximizes system valuation.
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