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Abstract—With their instant transaction confirmation and high scalability, payment channel networks (PCNs), running off-chain and in

parallel with blockchain systems, have recently attracted a substantial amount of research attention. It has been shown that there exists

a significant gap between the theoretically optimal performance and the performance achievable given the stringent privacy

requirements in practice. However, it remains unclear what the fundamental performance limits and key factors involved are, which

turns out to be a challenging problem due to the unique characteristics in PCNs. In this paper, we, for the first time, develop a

mathematical model capturing the PCN performance, and examine the impact from a number of factors including channel capacity and

transactions. We are articularly interested in obtaining the gap between the theoretically optimal performance and the performance

achievable in practice, which characterizes the design space in PCNs for scheduling transactions. Specifically, we derive how different

transactions and channel capacities affect the PCN performance and the performance gap. Our analytical characterization of PCNs

offers an in-depth understanding on their fundamental trade-off, and provides important insights on the design of PCNs.

Index Terms—Blockchain, payment channel network, off-chain transaction, channel capacity, performance gap, privacy

Ç

1 INTRODUCTION

PAYMENT channel networks (PCNs) [1], [2], [3], [4], [5], [6]
are off-chain networks, whose transactions run in parallel

to on-chain transactions in a blockchain system. In general, a
payer and a payee in a PCN can collaboratively open a bidi-
rectional channel with an initial capacity in the form of coins
through an on-chain transaction. After that, the payer and the
payee can directly conduct confirmed transactions with each
other in an off-chain manner, as long as the capacity of this
channel is no less than the number of coins requested by those
transactions. After each successful transaction, the channel
capacity is reduced by the amount requested by the transac-
tion. The most appealing feature in PCNs is that the updated
capacity after each transaction does not need to be updated in
the on-chain blockchain system, instead the update will be
done when the channel is closed. This results in an instant
transaction confirmation in off-chain. In addition, two users
without opening a direct channel in a PCN can also conduct
transactions through intermediate channels. In other words,
transactions between these two users requiring instant confir-
mations can be relayed through multiple intermediate chan-
nels, whose capacities are consumed and deducted by the
amount required by such transactions.

There are several distinctive features in PCNs that are
different from conventional blockchain systems, such as Bit-
coin [7], Ethereum [8] and Hyperledger [9]. First, it is secure
and private [4], [5], [10], [11], [12], [13], [14], [15], [16]. A
transaction is oblivious to all the users except its sender and
receiver to ensure the security, which can be achieved with
HTLC contracts [17] and onion routing protocols [18]. Sec-
ond, transactions in PCNs are cheaper and faster. Once
channels are established, users can perform as many off-
chain transactions as needed as long as the capacities satisfy
the transaction requests. Third, it only needs to update the
blockchain twice when a channel opens and closes. Finally,
PCNs are highly scalable with respect to the number of
users involved, since transactions are confirmed without
requiring validation from all the users.

However, there exist fundamental performance limits in
a PCN due to its stringent privacy requirements. Suppose
intermediate channels are requested by multiple transac-
tions and there are insufficient capacities to relay all of
them. Transaction scheduling at intermediate channels,
where transactions are selected for relay, is critical for per-
formance in term of the number of successful transaction
confirmations. The optimal performance in theory can be
obtained if the information on all the channel capacities and
transactions are known in advance, which is not practically
feasible in PCNs with privacy requirements. Thus, transac-
tion scheduling in practice is conducted in a highly distrib-
uted manner with limited local knowledge on channel
capacities and transactions [19], [20], [21], [22], [23].

Evidently, in a PCN, different sets of transactions that are
selected to relay during the scheduling process must result
in different performances, i.e., transactions can affect the
performance. Further, if transactions are fixed, the perfor-
mance must change with different channel capacities, which
further affect the gap between the theoretically optimal per-
formance and the performance achievable in practice. In
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some existing works, to reduce such a gap as much as possi-
ble, channel capacities are initialized and adjusted based on
estimated transactions amounts [21], [24].

Despite some success of the real world deployment about
PCNs, there are several fundamental questions that have
not been properly addressed. How do we quantitatively
obtain the gap between the theoretically optimal perfor-
mance and the performance achievable in practice? How do
we characterize such a gap by capturing effects of channel
capacities and transactions? Do there exist some insights for
PCNs from these analyses?

Given the unique characteristics of PCNs, these problems
turn out to be particularly challenging. To start with, trans-
action or capacity characterization is drastically different
from their counterpart in conventional networks. Channel
capacities in PCNs are discrete in nature, and are reduced
by the amount required by the transaction upon each suc-
cessful transaction. The residual capacity may not be suffi-
cient to accommodate future transactions. Consequently,
existing analytical techniques such as queueing theory can-
not be applied.

In this paper, we first develop a new analytical model to
theoretically compute performances and the performance
gap over scheduling transactions in a PCN. We then pro-
ceed to study the effects of transactions by exploring the
computation results of performances during the scheduling
process. Further, by computing the performance gap in a
PCN with different channel capacities, we can learn the
impact of channel capacities on the performance gap.

Our main contributions are as follows.

� To our best knowledge, this is the first systematic
study on the performance of payment channel net-
works. This provides a theoretical framework for
characterizing the gap between the theoretically opti-
mal performance and the performance achievable in
practice of PCNs, where the effects of channel capac-
ities and transactions are captured.

� We distinguish transactions into two categories, with
distinct effects on the performance in a PCN. Based
on their impact on the performance, we obtain condi-
tions on selecting transactions to relay at channels
during the scheduling process to approximate the
optimal performance.

� We examine the effects on the performance gap from
channel capacities. Specifically, the performance gap
can first increase with higher channel capacities,
then decrease after channel capacities are larger than
a certain value. We believe this can provide insights
on adjusting channel capacities to reduce the perfor-
mance gap in a PCN.

2 BACKGROUND

In popular payment channel networks (PCNs) [1], [2], [3],
[4], [5], [6], two users can open a bidirectional channel,
where a specific number of coins, denoted as initial channel
capacities, are jointly charged from these two users through
an on-chain transaction. Through that channel, transactions
between these two users can be confirmed immediately in
an off-chain fashion by consuming the capacity of that

channel without being validated by others in the network,
as long as the capacity of that channel is larger than the
number of coins requested by that transaction. After all of
those transactions are confirmed, the capacity of a channel
decreases by the same amount.

Further, a transaction between two users who have not
opened a channel can also be confirmed immediately as fol-
lows. Those two users establish a connection through a set
of intermediate channels, which then relay this transaction
to the destination. Namely, by consuming capacities of
these intermediate channels, this transaction is confirmed
shortly.

As illustrated in Fig. 1, suppose A needs to send 2 coins
to C through two channels: (A, B) and (B, C). A will pay B
first through the channel (A, B), then B pays C through the
channel (B, C). After these payments, the capacities in both
of these two channels decrease from 2 to 0. Without subse-
quent charging operations, which needs to be validated by
all miners through on-chain transactions, these two chan-
nels cannot relay any further transactions.

For the favor of the security, the capacities of channels
and the arrival of transactions shall be kept private in PCNs,
with the help of the HTLC contract [17] and the onion rout-
ing protocol [18]. Each intermediate channel only knows the
amount of capacities that it is requested for. Further, an
intermediate channel does not know the sources, destina-
tions, and the routing information of its transactions, and
does not know capacities of other intermediate channels.

With such privacy requirements, the performance
achievable in practice of a PCN, in terms of the number of
coins that are transferred, can hardly be the theoretically opti-
mal performance. If capacities of multiple intermediate
channels are not sufficient to support all the transactions,
scheduling is performed to select a subset of those transac-
tions to be satisfied by those intermediate channels. To
obtain the theoretically optimal performance, such a sched-
uling process must be conducted by combining the global
channel capacities and transactions together. Unfortunately,
such global information is kept private in PCNs due to their
privacy requirements. Thus, in real-world implementations
without such information, it is unlikely for the theoretically
optimal subset of transactions to be obtained.

In Fig. 1, there are four transactions, and transaction 1
requests 2 coins, while each of the remaining three transac-
tions requests one coin. Specifically, two different channels,
i.e., (B, C) and (D, E), receive requests from these four trans-
actions, while not having sufficient capacities to satisfy all
of them. Scheduling is performed on (B, C) and (D, E). If all
channel capacities and transactions are known, to obtain the
theoretically optimal performance, channel (B, C) selects

Fig. 1. A PCN example to illustrate the gap between the theoretical opti-
mality and the performance achievable in practice.
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transaction 2 and 4, and channel (D, E) selects transaction 3,
and 3 coins can be transferred. However, without such
information, if both of those two channels (B, C) and (D, E)
select transaction 1, only transaction 1 can succeed.

Obviously, transactions affect the performance achiev-
able in practice. In our example, if transaction 1 suc-
ceeds, the theoretically optimal performance cannot be
achieved. Further, the gap between the theoretically opti-
mal performance and the performance achievable in
practice is affected by channel capacities. For example, if
the capacity of (B, C) is 1, transaction 1 cannot succeed.
All performances achievable in practice and the theoreti-
cally optimal performance are 3, i.e., the upper bound of
the performance gap is 0.

However, existing works only focus on designing new
algorithms on scheduling transactions or adjusting channel
capacities, without thoroughly analyzing the gap between
the theoretically optimal performance and the performance
achievable in practice. It remains unclear what such a gap
and the theoretically optimal performance are in a PCN.
Further, they are not characterized without examining chan-
nel capacities and transactions.

We believe such a theoretical analysis is important. First,
the gap between theoretical optimality and the performance
achievable in practice can characterize the design space in a
PCN for scheduling transactions. For example, if the maxi-
mum gap between the theoretically optimal performance
and the performance achievable in practice is small,
improvements on the performance are limited by optimiz-
ing the scheduling algorithm. Second, the impact of key net-
work parameters provides insights on how to design a
PCN, such as dynamically adjusting channel capacities, so
that the performance gap can be reduced.

3 ASSUMPTIONS AND MODELING

In this section, we first present key assumptions used in the
full course of our analyses, and classify transactions into
two categories based on the number of channels they com-
pete for. We then introduce some mathematical notations,
and model all probable performances using these notations.
Important notations are summarized in Table 1.

3.1 Assumptions and Notations

Following the convention of bursty arrivals in typical net-
works [25], [26], [27], we consider the case in which trans-
actions arrive at their intermediate channels in a PCN at
the same time. Capacities requested by these concurrent
transactions are, of course, not the same. A channel may
receive relaying requests from multiple transactions.
Namely, it is competed for by these transactions. How-
ever, it may not have sufficient capacities to relay all of
these transactions. Thus, it must select a subset of these
transactions to relay. The performance achievable in prac-
tice depends on the subsets of transactions selected by all
intermediate channels. As discussed before, the perfor-
mance achievable in practice can hardly achieve theoreti-
cal optimality with privacy requirements. Based on this
assumption, in this paper, we analyze the fundamental
performance limits and key factors involved, i.e., channel
capacities and transactions in a PCN.

A PCN is modeled as a directed graph GðV; EÞ. V is the set
of nodes, and E is the set of edges. Each edge ðu; vÞ 2 E is a
channel from u to v, and cuv is the capacity of ðu; vÞ.

To capture the impact on the fundamental performance lim-
its from these transactions,we classify them into two categories.
A transaction competing formore than one channelwith others
is called a dominant transaction (DT). Otherwise, it is referred to
as a regular transaction (RT). In Fig. 1, transaction 1 competes for
channel (B, C) and (D, E) with the remaining three transactions.
Transaction 2 only competes for channel (B, C) with transac-
tion 1. Transaction 3 only competes for (D, E), and transaction 4
only competes for (B, C). Thus, transaction 1 is a DT, while
transaction 2, 3 and 4 are RTs. This classification is useful, as we
will show later that DTs and RTs have different impacts on the
performance.

Consider two arbitrary sets of DTs and RTs, fd1; . . . ;
di; . . .g and fr1; . . . ; rj; . . .g, requesting coins from channels
in G. Specifically, a DT di requests ai coins from each inter-
mediate channel, and competes for mi intermediate chan-
nels with others. A RT dj requests for aj coins from each of
its intermediate channels, and only competes for one inter-
mediate channel at most.

We now denote the performances and related parameters
in a PCN. P is the performance that can be achieved in prac-
tice, i.e., the number of coins requested by successful trans-
actions. The sets of successful DTs and RTs are SDT and
SRT. The numbers of coins requested by transactions in
SDT and SRT from ðu; vÞ are SDTuv and SRTuv. The amounts
of capacities requested by DTs and RTs from channel ðu; vÞ
are nRTuv and nDTuv. The number of transactions request-
ing for the relaying service from the channel ðu; vÞ is nuv.
The difference between any two actual performances is DP .
To put into one extreme, the maximum value of P is the the-
oretically optimal performance, denoted as P �. On another
extreme, the minimum value of P is the worst performance,
denoted as �P . And we denote the upper bound of the gap
between the theoretically optimal performance and the per-
formance achievable in practice as R.

3.2 Modeling Performance

We now model the difference between any two actual per-
formances, DP , with regard to channel capacities and

TABLE 1
Key Notations

cuv Capacity of channel ðu; vÞ.
DTs or RTs Dominant transactions or regular transactions
di or rj Dominant transaction i or regular transaction j
ai The number of coins requested by di
aj The number of coins requested by rj
mi The number of channels that di competes for
SRTuv

orSDTuv

The number of coins requested by successful
DTs or RTs from ðu; vÞ

SRT The set of successful RTs
SDT The set of successful DTs
nuv The number of transactions requesting ðu; vÞ
nRTuv or
nDTuv

The number of coins requested by DTs or RTs
from ðu; vÞ

DP The difference between any two performances
P � the theoretically optimal performance
R The upper bound of the performance gap
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transactions. This is essential in the understanding of the
gap between the theoretically optimal performance and the
performance achievable in practice, and we will analyze
such a gap based on this model in later sections.

Lemma 1. The difference between any two actual performances,
DP , can be formulated according to how DTs and RTs compete
for channels as follows:

DP ¼ P2 � P1 ¼
X
nuv�2
ðDSDTuv þ DSRTuvÞ

þ
X

di2SDT1di =2 SDT2

ðmi � 1Þai �
X

di2SDT2di =2 SDT1

ðmi � 1Þai:

DSRTuv ¼ SRTuv2 � SRTuv1:

DSDTuv ¼ SDTuv2 � SDTuv1; (1)

where P1 and P2 are any two performances achievable in real
implementations of a PCN. Specifically, SDT1 and SDT2 are
sets of successful DTs corresponding to P1 andP2. The numbers
of coins requested by successful DTs from channel ðu; vÞ are
SDTuv1 and SDTuv2. Similarly, SRTuv1 and SRTuv2 represent
the numbers of coins requested by successful RTs from ðu; vÞ.

Proof. As discussed before, the performance varies during
the scheduling of transactions at channels that receive
multiple relaying requests. For each channel ðu; vÞ that is
requested by multiple transactions, the difference in the
number of coins it successfully transfers, is

DTuv ¼ DSDTuv þ DSRTuv:

For channels that are competed for by multiple transac-
tions

DT ¼
X
nuv�2

DTuv ¼
X
nuv�2

DSDTuv þ DSRTuv: (2)

However, DT repeatedly accumulate numbers of coins
requested by DTs for X times. For each di belonging to
SDT1 or SDT2, its contribution to the difference in per-
formances must have been calculated for mi times. Thus,
we have

X ¼
X

di2SDT2di =2 SDT1

ðmi � 1Þai �
X

di2SDT1di =2 SDT2

ðmi � 1Þai:

(3)

Combine (2) and (3), we have

DP ¼ DT �X ¼
X
nuv�2
ðDSDTuv þ DSRTuvÞ

þ
X

di2SDT1di =2 SDT2

ðmi � 1Þai �
X

di2SDT2di =2 SDT1

ðmi � 1Þai:

DSRTuv ¼ SRTuv2 � SRTuv1

DSDTuv ¼ SDTuv2 � SDTuv1:

(4)

tu
Example 1. In Fig. 1, transaction 1 is a DT competing for (B,

C) and (D, E), i.e., m1 ¼ 2. When transaction 1 is success-
ful, and none of the remaining three transactions succeed,
the performance equals 2, i.e., P1 ¼ 2,

SRT1 ¼ ;; SDT1 ¼ fT1g;
SRTBC1 ¼ j;j ¼ 0; SDTBC1 ¼ jfT1gja1 ¼ 2

SRTDE1 ¼ j;j ¼ 0; SDTDE1 ¼ jfT1gja1 ¼ 2:

When only transaction 2, 3 and 4 are successful, the per-
formance equals 3, i.e., P2 ¼ 3

SRT2 ¼ fT2; T3; T4g; SDT2 ¼ ;
SRTBC2 ¼ jfT2; T4gj ¼ 2; SDTBC2 ¼ j;j ¼ 0

SRTDE2 ¼ jfT3gj ¼ 1; SDTDE2 ¼ j;j ¼ 0:

We have

DSDTBC ¼ �2;DSRTBC ¼ 2;

DSDTDE ¼ �2;DSRTDE ¼ 1:

DT ¼ �1; X ¼ �2;DP ¼ DT �X ¼ 1:

We explore the relationship between DSRTuv and
DSDTuv in Lemma 2 as follows:

Lemma 2. DSRTuv is formulated with respect to SDT1 and
SDT2

DSRTuv ¼ 0; if fSDTuv1; SDTuv2g � cuv � nRTuv

DSRTuv � nRTuv � cuv þ SDTuv1;
if SDTuv1 � cuv � nRTuv � SDTuv2

DSRTuv � cuv � SDTuv2 � nRTuv;
if SDTuv2 � cuv � nRTuv1 � SDTuv1

jDSRTuvj � jDSDTuvj; else.

8>>>>>><
>>>>>>:

Proof. There are two circumstances on SRTuv. First, ðu; vÞ is
able to support all the RTs and transactions in SDT:
SDTuv � cuv � nRTuv. In another word: SRTuv ¼ nRTuv.
Second, ðu; vÞ can only support part of RTs and transac-
tions in SDT: cuv � SDTuv � nRTuv: In another word:
SRTuv � cuv � SDTuv: Thus, we have

DSRTuv ¼ 0; if fSDTuv; SDT0uvg � cuv � nRTuv;
DSRTuv � nRTuv � cuv þ SDTuv;

if SDTuv � cuv � nRTuv � SDT0uv;
DSRTuv � cuv � SDT0uv � nRTuv;

if SDT0uv � cuv � nRTuv � SDTuv:

8>>>><
>>>>:

Then we formulate DSRTuv when

fSDTuv; SDT0uvg � cuv � nRTuv: (5)

Suppose di requests ðu; vÞ, SDT0 n SDT ¼ fdig. Obvi-
ously, SRTuv exceeds SRT0uv by jDSDTuvj ¼ ai coins at
most: jDSRTuvj � jDSDTuvj. Combine (5), we have (??). tu

4 UNDERSTANDING THE THEORETICALLY OPTIMAL

PERFORMANCE

We now proceed to analyze the theoretically optimal perfor-
mance P � in several steps. First, what is the maximum num-
ber of coins that can be transferred successfully in a PCN?
Second, based on this formulation, is it probable to achieve
the theoretically optimal performance in practice but obviat-
ing the need for full knowledge on capacities and
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transactions of all channels? Third, how does the theoreti-
cally optimal performance correlate with channel capacities
and transactions, i.e., DTs and RTs?

We formulate on the theoretically optimal performance
and conditions on achieving the theoretically optimal per-
formance as follows. L is the set of channels, whose capaci-
ties are larger than the number of coins requested by RTs.

Theorem 1. To achieve the theoretically optimal performance,
RTs can be relayed by all channels, while DTs can only be
relayed by channels belonging to L. In this condition, the theo-
retically optimal performance P � of a PCN can be computed as
follows:

P � ¼
X

nuv�2ðu;vÞ =2 L

cuv þ
X

nu0v0 �2$u0;v0Þ2L
nRTu0v0 þ

X
di2SDT�

ai:

Proof.We first prove that P � is achieved when DTs are only
relayed by channels belonging to L, i.e., SDT� consists of
DTs that only request channels belonging to L. Consider
another set of successful DTs, denoted as SDT. If the per-
formance P corresponding to SDT is not larger than P �,
the theorem holds. Trivially, only channels competed for
by multiple transactions are needed to be considered.
Based on Lemma 2, the gap DP between the performan-
ces corresponding to SDT� and SDT is

DP ¼
X

di2SDTdi =2 SDT�
ðmi � 1Þai �

X
di2SDT�di =2 SDT

ðmi � 1Þai

þ
X

ðu;vÞ2Lnuv�2
ðsDT�uv þ nRTuv � cuvÞ: (6)

Based on Lemma 2, we have

X
ðu;vÞ2Lnuv�2

sDT�uv �
X

di2SDT�di =2 SDT

ðmi � 1Þai �
X

di2SDT�
ai:

(7)

nRTu0v0 � cu0v0 � �sDTu0v0 ; 8ðu0; v0Þ 2 L: (8)

8di 2 SDT�; di 2 X: (9)

Let X be the set of DTs requesting channels in L, i.e.,
SDT� � X. LetX0 ¼ SDT \X. Combine (6) (7), and (8)

DP ¼
X

di2SDTdi =2 SDT�
ðmi � 1Þ � ai �

X
di2SDT�di =2 SDT

ðmi � 1Þ � ai

þ
X

ðu;vÞ2Lnuv�2
ðsDT�uv þ nRTuv � cuvÞ �

X
di2SDTdi =2 SDT�

ðmi � 1Þai

þ
X

ðu;vÞ2Lnuv�2
ðnRTuv � cuvÞ þ

X
di2SDT�

ai

�
X

di2SDTdi =2 SDT�;X0
ðmi � 1Þai þ

X
di2SDT;X0di =2 SDT�

ðmi � 1Þai

þ
X

ðu;vÞ2Lnuv�2
ðnRTuv � cuvÞ þ

X
di2SDT�

ai

�
X

di2SDTdi =2 SDT�;X0
ðmi � 1Þai þ

X
di2SDT;X0di =2 SDT�

1þ
X

di2SDT�
ai > 0:

Then we prove the formulation on P �. The number of
successful RTs in the theoretically optimal case, noted asN

N ¼
X

ðu;vÞ =2 Lnuv�2
sRTuv þ

X
ðu0;v0Þ2Lnu0v0 �2

sRTu0v0 : (10)

Based on (8), we have

sRTu0v0 ¼ minfnRTu0v0 ; cu0v0 � sDTu0v0 g ¼ nRTu0v0 ; (11)

Obviously, we have: sRTuv ¼ cuv. With (8), (11), (10) and
(11), the theoretically optimal performance P � is:P
ðu;vÞ =2 Lnuv�2 cuv þ

P
ðu0;v0Þ2lnu0v0 �2 nRTu0v0 þ

P
di2SDT� ai.

Let SDT n SDT� ¼ Y , �P ¼ minðP � � DP Þ ¼ min P is

P � � DP ¼
X
nuv�2

cuv �
X
di2X0

aiðmi � 2Þ �
X

di2SDTnSDT�
aimi: (12)

Based on our formulation and conditions on the theo-
retically optimal performance, we can now present Algo-
rithm 1 on scheduling transactions for maximizing the
performance, with the expense of exposing limited infor-
mation on intermediate relaying channels. In Algorithm
1, each channel without sufficient capacities schedules
transactions independently without a centralized server.
According to Theorem 1, SDT� can be derived by enu-
merating channels in L as in Line 11 to 13 of Algorithm 1.
Then, the remaining capacity in each channel is occupied
by SRT�. The algorithm needs to select a subset of RTs to
maximize the number of coins requested by RTs without
exceeding the remaining capacity of each channel as in
Line 14 to Line 20. tu

Algorithm 1. Scheduling Transactions to Achieve the
Theoretically Optimal Performance

1: procedure TransScheduling
2: Input: The set of intermediate channels Et competed for

by each transaction t, the set of transactions F , the set of all
intermediate channels E, the capacity of each channel cuv,
the number of coins transferred by each transaction at. the
sets of RTs requesting ðu; vÞ: RTuv.

3: Output: The set of transactions to be relayed S.
4: for each ðu; vÞ of E do "Get L.
5: nRTuv  0
6: if nuv � 2 then
7: for each t in SRTuv do
8: nRTuv  nRTuv þ at
9: if cuv � nRTuv then
10: L L [ ðu; vÞ,
11: for each DT t in F do "Get SDT� based on L.
12: if 8ðu; vÞ 2 Et; ðu; vÞ 2 L and cuv � at then
13: SDT�  SDT� [ t; cuv  cuv � at
14: for each ðu; vÞ of E do "Get SRT�.
15: if nuv � 2 then
16: if cuv � nRTuv then
17: Select a subset of RTs, denoted as suv, from those

requesting ðu; vÞ, so that the sum of coins requested by RTs
belonging to suv is maximized without exceeding cuv. "A
Dynamic Programming Problem.

18: SRT�uv  SRT�uv [ suv
19: else
20: SRT�uv  SRT�uv [ RTuv "All the RTs in ðu; vÞ can

be supported.
SRT�  SRT� [ SRT�uvS  SRT� [ SDT�
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Example 2. The PCN in Fig. 2 can be used as an example to
illustrate Theorem 1. There are two DTs and four RTs
requesting one coin at the same time. Table 2shows five
sets of capacities of channels ðB;CÞ; ðD;EÞ and ðK;LÞ,
being competed for by multiple transactions. We record
all the four probable performances in Table 2, together
with corresponding SDTs. The circled numbers are the
theoretically optimal performances under different chan-
nel capacities.

Due to space constraints, we only take a set of channel
capacities, cDE ¼ 1; cBC ¼ 4; cKL ¼ 2 to illustrate how the
algorithm works. Initially, we have L ¼ ;. In the iteration
from Line 4 to 10, the channels ðB;CÞ and ðK;LÞ are
added into L in Line 9, i.e., L ¼ fðB;CÞ; ðK;LÞg. Then the
iteration from Line 11 to 13 will select the theoretically
optimal set of successful DTs, where transaction 4 is
added to SDT�, i.e., SDT� ¼ ft4g. Then, the iteration
from Line 14 to 20 selects successful RTs in each channel.
Combining SDT� and channel capacities, the result in
this iteration is, SRT�BC ¼ ft2; t6g; SRT�DE ¼ ft3g, and
SRT�KL ¼ ft5g. Thus, the theoretically optimal perfor-
mance is 5.

We derive effects of channel capacities on the theoreti-
cally optimal performance in Corollary 1 and 2. Corollary 3
further shows how the optimality relates with transactions.

Corollary 1. For any channel ðs; tÞ =2 L increasing its capacity
from cst to c

0
st, which still cannot relay all RTs, the theoretically

optimal performance increases linearly

If c0st > cst > nRTst and ðs; tÞ =2 L; P �ðc0stÞ > P �ðcstÞ:

Proof. Since ðs; tÞ =2 L, we have

P �ðc0stÞ � P �ðcstÞ ¼
X

nuv�2ðu;vÞ =2 Lðu;vÞ6¼ðs;tÞ
cuv þ c0st

�
X

nuv�2ðu;vÞ =2 Lðu;vÞ6¼ðs;tÞ
cuv

�cst ¼ c0st � cst > 0:

tu
Corollary 2. The increase of cu0v0 will not lead to a higher theo-

retically optimal performance, if there is only ðu0; v0Þ whose
capacity is already larger than the number of coins requested by
RTs from ðu0; v0Þ, i.e., jLj ¼ jfu0; v0gj.

Proof. In this situation, we have L ¼ fðu0; v0Þg. Since DTs
compete for more than one channel, we have: SDT� ¼ ;.
Thus, the theoretically optimal performance is: P � ¼P

nuv�2ðu;vÞ6¼ðu0;v0Þ cuv þ nRTu0v0 . Hence, the theoretically
optimal performance is not related to the capacity of
cu0v0 . tu

Example 3.We now use Fig. 2 to briefly explain Corollary 2.
There are three channels (B, C), (D, E), (K, L) that are com-
peted for by multiple transactions: nRTBC ¼ 2; nRTDE ¼
1; nRTKL ¼ 1. Consider the following sets of channel
capacities in the third, fourth, and fifth lines in Table 2.
The capacity of (B, C) ranges from ½2; 4�, while the capaci-
ties of others remain the same, i.e., L ¼ fðB;CÞg. It is easy
to find that, the theoretically optimal performance does
not change.

Corollary 3. Given fixed channel capacities, the theoretically
optimal performance is positively related to the amount of
capacities requested by RTs

P �1 ð. . . ; nRT0uv; nDT0uvÞ > P �2 ð. . . :; nRT0uv; nDT0uvÞ;
nRT0uv > nRTuv s:t:nuv > 2;

nRT0uv þ nDT0uv ¼ nRTuv þ nDTuv s:t:nuv > 2:

Proof. Consider theoretically optimal performances P �1
and P �2 corresponding to different sets of RTs or DTs.
There are two circumstances with respect to the number
of coins requested by RTs. First, the capacity of each
channel cannot support RTs requesting for it: 8ðu; vÞ =2
L and nuv > 2; we have nRT0uv > cuv. Based on Theo-
rem 1, the theoretically optimal set of DTs in this case
SDT�1 is ;, and the theoretically optimal performance is
P �1 . Second, there is a set of channels L whose capacities
can relay all the RTs

9ðu; vÞ; ðu; vÞ =2 L:

nRTuv � cuv < nRT0uv s.t. nuv > 2:
(13)

Since the total channel capacities in these two circum-
stances are the same, RTs request fewer coins in this sce-
nario. Denote the set of successful DTs as SDT�2, and the
theoretically optimal performance is P �2 , we have

Fig. 2. An example illustrating the maximum gap between the theoreti-
cally optimal performance and the performance in practice.

TABLE 2
Performances Under Different Channel Capacities in Fig. 2

nRTBC ¼ 2; nRTDE; nRTKL ¼ 1

SDT
; { t1} { t4 } { t1; t4 }

cBC ¼ 4; cDE ¼ 1; cKL ¼ 2 ; ; 	5 5
cBC ¼ 4; cDE ¼ 2; cKL ¼ 2 ; ; ; 	6
cBC ¼ 4; cDE; cKL ¼ 1 	4 4 4 4
cBC ¼ 3; cDE; cKL ¼ 1 	4 4 4 3
cBC ¼ 2; cDE; cKL ¼ 1 	4 3 3 2
cBC; cDE; cKL ¼ 1 	3 2 2 ;
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P �2 ¼
X

ðu;vÞ =2 Lnuv�2
cuv þ

X
ðu0;v0Þ2Lnu0v0�2

nRTu0v0 þ
X

di2SDT�2

ai

¼
X

ðu;vÞ =2 Lnuv�2
sRTuv þ

X
ðu0;v0Þ2Lnu0v0 �2

sRTu0v0 þ
X

di2SDT�2

ai

�
X

ðu;vÞ =2 Lnuv�2
sRTuv þ

X
ðu0;v0Þ2Lnu0v0 �2

ðsRTu0v0 þ sDTu0v0 Þ

�
X

ðu;vÞ =2 Lnuv�2
sRTuv þ

X
ðu0;v0Þ2Lnu0v0 �2

cu0v0

�
X

ðu;vÞ =2 Lnuv�2
cuv þ

X
ðu0;v0Þ2Lnu0v0�2

cu0v0 þ
X

di2SDT�1

ai

�
X

ðu;vÞ =2 Lnuv�2
cuv þ

X
ðu0;v0Þ2Lnu0v0�2

nRT0u0v0 þ
X

di2SDT�1

ai ¼ P �1 :

PCNs with the topological and transaction workload
characteristics that RTs request a great number of coins
are preferred for the theoretically optimal performance.tu
In Fig. 2, suppose transaction 4 now starts from K and

ends at L, i.e., there is one more RT. Consider the set of
channel capacities in the first line of Table 2, the theoreti-
cally optimal performance increases to 6 now, where all
transactions can succeed.

5 A Study on the Performance Gap

We now analyze the maximum gap between the theoreti-
cally optimal performance and the performance achievable
in practice, R, with regard to channel capacities and transac-
tions. Based on Lemma 1, R is formulated as follows:

R ¼ maxDP ¼ maxf
X
nuv�2
ðDsDTuv þ DsRTuvÞ

þ
X

di2SDTdi =2 SDT0
ðmi � 1Þai �

X
di2SDT0di =2 SDT

ðmi � 1Þai:

Corollary 4 With fixed transactions, R is positively correlated
with the capacity of channel ðu; vÞ, if ðu; vÞ satisfies cuv �
nRTuv, i.e.,

Rðc0uvÞ � RðcuvÞ; if nRTuv � c0uv � cuv: (14)

Proof. We first formulate R between the theoretically opti-
mal and the performance achievable in practice. SDT is
the set of successful DTs corresponding to �P . Note that
the capacity of each channel is not larger than the number
of coins requested by RTs from that channel in this cir-
cumstance. With Theorem 1, L ¼ ;. Thus, the theoreti-
cally optimal set of successful DTs is empty, i.e.,
SDT� ¼ ;. R is

R ¼
X

di2SDTdi =2 SDT�
ðmi � 1Þai �

X
di2SDT�di =2 SDT

ðmi � 1Þai

þ
X
nuv�2
ðDsDTuv þ DsRTuvÞ

¼
X

di2SDT

ðmi � 1Þai þ
X
nuv�2
ðDsDTuv þ DsRTuvÞ:

Combine Lemma 2, we have

R ¼ P � � �P ¼
X

di2SDT

ðmi � 1Þai: (15)

We then show that when the capacity of a channel
increases, SDT is still a probable set of successful DTs.
New successful RTs relayed with more capacities are
added into SRT.

The maximum gap between the theoretically optimal
performance and the performance achievable in practice
is only related to SDT based on (15). Denote the set of
successful DTs corresponding to �P when the capacity of
channel is cuv as SDTcuv . With a higher capacity of chan-
nel ðu0; v0Þ, denoted as c0uv, new sets of successful DTs
may appear, resulting in new gap, denoted as Rðc0uvÞ.
Since SDTðcuvÞ still exists, we have Rðc0uvÞ ¼ maxfRðcuvÞ;
Rðc0uvÞg � RðcuvÞ: tu
In Fig. 2, the channel (B, C) is competed for by transac-

tion 2 and 6, which are all RTs, i.e., nRTðB;CÞ ¼ 2. In the last
two lines of Table 2, the channel capacity of (B, C) increases
from 1 to 2, i.e., nRTBC � c0BC > cBC, satisfying the condi-
tion in (14). Obviously, the maximum gap between the theo-
retically optimal performance and the performance
achievable in practice also grows by 1.

Corollary 5. With fixed transactions, R is reversely proportional
to the capacity of channel ðu; vÞ, if ðu; vÞ satisfies cuv �
maxfnRTuv; nDTuvg, i.e.,

Rðc0uvÞ � RðcuvÞ; if c0uv � cuv � maxfnRTuv; nDTuvg:

Proof. Let L be the set of channels whose capacities can
relay all DTs or RTs. Consider only channels in L change
capacities. The sets of channel capacities are C and C0

before and after changing. We first formulate R. Let the
theoretically optimal set of successful DTs be SDT�. SDT
is the set of successful DTs corresponding to �P . We have
the maximum gap between the theoretically optimal per-
formance and the performance achievable in practice
RðCÞ

RðCÞ ¼
X

ðu;vÞ2Lnuv�2
ðDsDTuv þ DsRTuvÞ

þ
X

di2SDTdi =2 SDT�
ðmi � 1Þai

�
X

di2SDT�di =2 SDT

ðmi � 1Þai:

Let X0 ¼ SDT� n SDT, and Y 0 ¼ SDT n SDT�. Based on
Lemma 2, 8ðu; vÞ 2 L

RðCÞ ¼
X

ðu;vÞ2Lnuv�2
ðDsDTuv þ DsRTuvÞ

þ
X
di2Y 0
ðmi � 1Þai �

X
di2X0
ðmi � 1Þai:

DsDTuv þ DsRTuv ¼
DsDTuv; if cuv � sDTuv � nRTuv;

sDT�uv � cuv þ nRTuv; else.

�
(16)
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Different from Theorem 4, SDT may not be a probable set
of successful DTs when channel capacities increase in
this circumstance. If all the RTs have been relayed before
the capacity rising, there do not exist new successful RTs
in SRT. Thus, SDT may include new DTs, i.e., it cannot
represent a set of successful DTs under a new set of chan-
nel capacities.

Thus, we discuss whether P decreases if SDT changes.
First, SDT does not change. Based on the above discus-
sion, we have cuv � sDTuv � nRTuv. We have:P
ðu;vÞ2L;nuv�2ðDsDT�uv � DcuvÞ � 0. Thus, the first item of

(16) decreases. Further, Y 0 will not change, while X0

includes new DTs. In other words, the third item
increases, causing a decrease in RðCÞ. Second, SDT
changes. From the discussions above, cuv � sDTuv �
nRTuv. Combining (7)

RðCÞ ¼
X

ðu;vÞ2Lnuv�2
ðsDT�uv � sDTuvÞ

þ
X
di2Y 0
ðmi � 1Þai �

X
di2X0
ðmi � 1Þai

¼
X

ðu;vÞ2Lnuv�2
sDT�uv �

X
di2X0
ðmi � 1Þai

�
X

ðu;vÞ2Lnuv�2
sDTuv �

X
di2Y 0
ðmi � 1Þai

0
@

1
A ¼ jX0j � jY 0j:

Obviously, jDX0j � jDY 0j � jDP
ðu;vÞ2L cuvj, since each DT

belonging to X0 requests coins from multiple channels in
L. Therefore, DRðCÞ � 0 with higher channel capacities.
In other words, RðCÞ decreases with higher capacities. tu
In Fig. 2, transaction 2 and 6 are RTs, and both of them

request channel (B, C), i.e., nRTðB;CÞ ¼ 2. In the second and
third lines of Table 2, the capacity of channel (B, C) increases
from 3 to 4, i.e., nRTðB;CÞ < cBC < c0BC, satisfying the condi-
tion in Lemma 5. Obviously, the maximum gap between the
theoretically optimal performance and the performance
achievable in practice decreases from 1 to 0.

Corollary 6. With fixed transactions, when the capacities of
channels are at two extremes, either very large or very small, R
is minimized.

Proof. Suppose a channel ðu; vÞ, whose initial capacity is
zero, now increases its capacity. Based on Corollary 4, at
first, R rises with higher capacities of ðu; vÞ until all the
RTs requesting ðu; vÞ can be relayed. According to Corol-
lary 5, if the capacity of ðu; vÞ is also larger than the num-
ber of coins requested by DTs from ðu; vÞ, R will no
longer increase with higher cuv. Thus, channel capacities
shall be either very large or very small to minimize R. tu
According to Corollary 4 and 5, Corollary 7 formulates

the largest R in a PCN and the conditions on channel capac-
ities given fixed transactions.

Corollary 7. Consider a PCN with distinct sets of channel capac-
ities. The largest gap, denoted as R�ðC�Þ, is achieved under the
set of channel capacities C�

R�ðC�Þ ¼
X
di

ðmi � 1Þai;8cuv 2 C�; cuv ¼ nDTuv: (17)

Proof. According to Theorems 4 and 5, when nRTuv �
nDTuv, it is obvious that Corollary 7 holds. Otherwise, we
need to compare RðCÞ and RðC0Þ, corresponding to the
following two circumstances. First, 8ðu; vÞ; cuv ¼ nRTuv.
Second, 8ðu; vÞ; cuv ¼ nDTuv

R�ðC�Þ ¼ maxfRðCÞ; RðC0Þg: (18)

When 8ðu; vÞ; cu;v ¼ nRTuv, based on (15)

RðCÞ ¼ max
X

di2SDT

ðmi � 1Þai �
X
di

ðmi � 1Þai: (19)

When 8ðu; vÞ; cu;v ¼ nDTuv, from (12), �P 0 appears when all
the DTs succeed

�P 0 ¼ max
X
di

ai;P
0� �

X
cuv;RðC0Þ ¼ P 0� � �P 0

�
X
di

ðmi � 1Þai: (20)

Combine (18), (19) and (20), we have

R�ðC�Þ ¼ maxfRðCÞ; RðC0Þg �
X
di

ðmi � 1Þai:

tu
There exist proposals in designing PCNs for adjusting

channel capacities dynamically with an estimate on pay-
ment demands [21], [24]. We believe our theoretical analy-
ses can provide insights on such designs. Specifically,
Corollary 7 gives us two hints. First, the initial channel
capacities shall not satisfy (17) to minimize R. Second, con-
sider a PCN with the characteristic that DTs requests a large
number of coins. The maximum gap between the theoreti-
cally optimal performance and the performance achievable
in practice, i.e., R�ðC�Þ, may be very large if the condition
on channel capacities in (17) is satisfied. Thus, PCNs with
such a characteristic are not preferred to minimize R.

6 Evaluation

We now present a rigorous evaluation of our theoretical for-
mulations and analyses. Numerical results are obtained by
simulating the process that channels with different capaci-
ties select transactions to relay running on two kinds of rep-
resentative topologies in C++. Scheduling algorithms are
not specified. Each channel ðu; vÞ selects a set of transactions
arbitrarily, leading to one probable performance level. By
iterating all the Nuv probable sets of selected transactions
for each channel ðu; vÞ, we obtain all the

Q
ðu;vÞNuv probable

performances achieved in practice.
Performance Metrics. In each PCN, our objective is to

derive both the theoretically optimal performance P � and
the maximum performance gap R by iterating all theQ
ðu;vÞNuv probable performances. We compute P � and R

repeatedly given miscellaneous circumstances on channel
capacities and numbers of coins requested by transactions.
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Topologies. In our simulation, we use two kinds of topolo-
gies, and both of them have 360 nodes. The first is a scale-
free topology generated randomly by the networkx package
in Python. In a scale-free topology network, there are only a
few nodes connecting to a great number of other nodes. For
a real PCN implementation, i.e., Lightning network, it has
been shown that nodes and channels have formed a scale-
free topology [28], [29]. The second is a star-like network
generated by a project in Python [30], where each user is
attached to some specific nodes, called servers, with a prob-
ability proportional to the degree of those servers. This is
reasonable consider the scenario that a user prefers to estab-
lish a channel with a node whose network connectivity is
larger than others so that its transactions can be easily
relayed to destinations.

Capacities Requested by Transactions. Considering the pri-
vacy requirements in PCNs, we do not have existing data or
traces to simulate. Unless otherwise specified, the number
of coins requested by transactions is heavy-tailed fitted by a
Pareto distribution with the following cumulative density
function:

FXðxÞ ¼ 1� xmða� 1Þ
ax

� �a

; x � xmða� 1Þ
a

; (21)

where a is the shape parameter, and xm is the scale parameter of
such a Pareto distribution. In our evaluation, we have a ran-
dom variable X 
 cða ¼ 3; xm ¼ 15Þ representing the num-
ber of coins requested by transactions, and the expected
value ofX satisfies E½X� ¼ xm ¼ 15.

Regular Transactions and Dominant Transactions. The sets
of regular and dominant transactions are determined by
payers, payees, and intermediate channels of all transac-
tions. For each transaction, since there does not exist any
available canonical datasets due to the privacy property in
PCNs, we randomly select a set of edges that are continuous
in a PCN for this transaction as intermediate channels,
whose starting and ending nodes are the payer and payee.
By repeatedly conducting such a random process, we obtain
multiple sets of regular transactions and dominant transac-
tions that are needed in the following evaluations.

6.1 Performances Achievable in Practice

In this section, we aim to give a straightforward evidence on
the existence of varying performances by simulation. We
use the scale-free topology which is a minimal version of
the Lightning network. With the methods for simulating
RTs and DTs as introduced above, we get 83 dominant
transactions and 47 regular transactions competing for 52
channels in total. Performance dynamics with different total

channel capacities and number of coins requested by regu-
lar transactions are shown in Fig. 3.

In Fig. 3b, each of those 52 channels has a capacity of 20
coins. In Fig. 3a, regular transactions request 500 coins in
total. The y-axis is performances achieved in our simulation,
and the x-axis are the total capacities requested by regular
transactions and channel capacities. It is easy to find that,
given fixed channel capacities and transactions, there exist
multiple performances achieved in our simulations, i.e., the
fundamental performance limits exist in real implementa-
tions. We then study the effects of channel capacities and
transactions on the theoretically optimal performance andR.

6.2 The Theoretically Optimal Performance

6.2.1 Formulation on the Theoretically Optimal

Performance. We first prove that our formulation on the
optimal performance is valid. Based on the methods above,
we get 104 regular transactions requesting 1,387 coins and
26 dominant transactions requesting 563 coins in total under
the scale-free topology. Specifically, they compete for 84
channels. During the simulation, we randomly select a
channel and increase its capacity each time, then record the
corresponding maximum number of coins that can be trans-
ferred. We also calculate the formulated optimal perfor-
mance under each set of channel capacities to be compared
with the simulation.

The results are shown in Fig. 4b. The x�axis is total chan-
nel capacities, and the y� axis is the optimal performance
P �. The two lines represent the simulated and formulated
ones. It is obvious that, our formulated optimal perfor-
mance always exceeds the simulated one.

6.2.2 Impact From Channel Capacities. We fix regular
transactions, dominant transactions, and the amount of
capacities requested by them as follows. Both of the scale-
free topology and the star-like topology are incorporated.
Transactions in the scale-free topology are the same to the
one in the last evaluation on the formulated optimal perfor-
mance. For the star-like topology, our regular transactions
request 1,163 coins in total, while the remaining dominant
transactions request 792 coins together. And the star-like
topology has 61 channels that are competed for by multiple
transactions.

We evaluate this impact in three moves with respect to
different settings of channel capacities.

First, the capacity of each channel is not larger than the
number of coins requested by RTs from that channel, i.e.,
8ðu; vÞ; ðu; vÞ =2 L. We repeatedly increase the capacity of a
randomly selected channel by 20 until 8ðu; vÞ; ðu; vÞ 2 L.
Therefore, the sum of channel capacities will increase from
zero to the one that can exactly relay all the RTs, i.e
½0;Pðu;vÞ nRTuv�.

The simulated optimal performances with regard to total
channel capacities in the first circumstance is recorded in
Fig. 4b. The x-axis represents the total channel capacities,
and the y-axis represents the simulated optimal perfor-
mance. Obviously, in both of these topologies, the optimal
performance increases almost linearly with total channel
capacities. Note that we only increase the capacity of one

Fig. 3. There exist a gap between the performance achievable in practice
and the theoretically optimal performance in a PCN.
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channel each time. In another word, the optimal perfor-
mance is linearly and positively related to the capacity of
each channel ðu; vÞ =2 L.

Second, there are five channels, whose capacities are
larger than the number of coins requested by RTs from
those channels, i.e., 9ðu0; v0Þ; ðu0; v0Þ 2 L. The capacity of a
randomly selected channel rises by 20 until 8ðu; vÞ; ðu; vÞ 2
L. Fig. 4a records the simulated optimal performances with
regard to total channel capacities in the second circum-
stance. It is easy to find that the optimal performance
increases with higher channel capacities.

Combing findings in the first and second circumstances,
the result in Corollary 1 can be verified.

Third, Corollary 2 is verified as follows. We randomly
select a channel ðu0; v0Þ, and let its initial capacity be 0. The
capacities of other channels support one regular transaction
and do not change in this evaluation. Then we increase the
capacity of ðu0; v0Þ by 10 repeatedly, and record the corre-
sponding optimal performances.

In Fig. 4d, the optimal performances with regard to dif-
ferent capacities of channel ðu0; v0Þ are illustrated. The x-axis
represents the capacity of channel ðu0; v0Þ, and the y-axis rep-
resents the simulated optimal performance. Obviously,
when the capacity of ðu0; v0Þ is the number of the coins
requested by RTs, i.e., cu0v0 ¼ nRTu0v0 , the optimal perfor-
mance peaks, and does not increase with higher cu0v0 .

6.2.3 Impact From Transactions. Using the same simu-
lation settings of the last experiment, RTs request for 20%
fewer coins under our star-like topology than the scale-free
topology under all channel capacities. Thus, we compare P �

between these two topologies.
Fig. 4e records the optimal performances under these

two topologies. The y�axis is the optimal performance, and
x�axis is total channel capacities. The two lines represent
the scale-free and star-like topologies. Obviously, the opti-
mal performance under the scale-free topology is always
higher than the star-like topology for all sets of channel
capacities. This verifies our conclusion in Corollary 3.

Insight. After the channel capacity can relay all the RTs in
the star-like topology, the optimal performance increases
much slower with higher channel capacities. This is reason-
able in reality. After all RTs have succeeded, channels must
relay dominant transactions. As dominant transactions
competed for more than one channel, it costs more total
capacities to relay a dominant transaction than a regular
transaction when transferring the same amount of coins.
For example, in Fig. 1, to support transaction 1, both chan-
nels (B, C) and (D, E) shall be equipped with a capacity
higher than 2. However, to relay any other regular transac-
tions, either (B, C) or (D, E) needs to increase its capacity.

6.3 The Performance Gap

We evaluate R in three circumstances. Regular transactions,
dominant transactions and the amount of requests from
them are the same to the last evaluation.

First, we evaluate R when the capacity of each channel
cannot relay all the RTs requesting that channel. The total
channel capacities will increase from zero to the one that
can exactly relay all the RTs, i.e., ½0;Pðu;vÞ nRTuv�. Capacities
are assigned to channels iteratively as follows. Consider a
process that we randomly select a channel and increase its
capacity so that one more transaction can be supported by
that channel. The initial capacity of each channel is zero.
When the total channel capacities increase, we repeat such a
process until all the capacities have been assigned.

R with respect to channel capacities in this circumstance
is recorded in Fig. 4f. The x-axis represents total channel
capacities, and the y-axis denotes the simulated R. Based on
our capacity assigning process, there does not exist a
decrease in the capacities of any channels when the total
channel capacities increase.

The findings in Fig. 4f are two-fold: First, when total
channel capacities increase, R does not decrease. Second, R
is higher in a star-like network than in a scale-free network.

Second, we testify R when there are five channels, whose
capacities are sufficient to relay all the transactions, i.e.,

Fig. 4. (a): Our formulation on the optimal performance is able to describe the optimal case in PCNs. (b)(c)(d): P � is positively correlated to channel
capacities if jLj 6¼ 1. (e): The amount of capacities requested by RTs has positive effects on the optimal performance. (f)(g): R increases when the
capacities of channels who cannot support all the RTs increase. (h): R decreases when the capacities of channels who can support all the RTs or
DTs increase.
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8ðu0; v0Þ 2 L; cu0v0 ¼ nRTu0v0 þ nDTu0v0 . We randomly select
five channels being added to L. Capacities of other channels
are the same to the last experiment. Fig. 4g records the
results in this circumstance. Obviously, R does not decrease
when the total channel capacities increase.

Results in these two circumstances show that R is posi-
tively correlated with the capacities of channels who can
only support part of RTs, verifying Corollary 4.

Third, to manifest the consistency of Corollary 5, we
examine R when the capacity of each channel ðu; vÞ before
increasing can already support all the RTs or DTs. Then we
repeatedly increase the capacities of all the channels by 20
until all the transactions can be relayed. In other words,
the total capacities range in ½Pðu;vÞmaxfnRTuv; nDTuvg;P
ðu;vÞðnRTuv þ nDTuvÞ�. The capacity assigning process is

the same to the last evaluation. R with regard to total chan-
nel capacities following these parameter settings is shown
in Fig. 4h. Obviously, R never increases with higher channel
capacities.

Note that, Fig. 4g seems to contradict Figs. 4f and 4h on
the maximal R. In Figs. 4f and 4h, the maximal R in the star-
like topology, whose DTs request more capacities, is higher,
verifying Corollary 7. However, Fig. 4f does not give the
same result. Since the set of channel capacities in Fig. 4g do
not satisfy the condition in Corollary 7, thus cannot be
applied as a verification.

7 Related Work

A payment channel network (PCN) [3], [4], [22] speeds up
transaction confirmation processes and improves the scal-
ability by processing transactions in parallel, while using
the main chain only as dispute arbitrators. Yet, its perform-
ances, in terms of the number of coins that are transferred,
are heavily constrained, due to inherent privacy require-
ments [23], [31], [32], [33]. Therefore, how to improve the
performance while preserving privacy becomes a major
research issue. There has been a number of protocols pro-
posed recently [19], [20], [20], [21], [22], [34], [35], [36], and
with different assumptions. For instance, transactions are
scheduled with global priorities of all transactions in [23]. In
Speedymurmur [20] and SlientWhispe [19], transactions are
accomplished in a centralized manner. In Revive [21], a cen-
tralized algorithm is supplemented using a recharging
scheme for channels with insufficient capacities. In Pri-
pay [22], a server schedules transactions through trusted
hardware, suffering from single node failures. In [24], the
performance is enhanced by dynamically setting channel
capacities given estimated payment demands.

Rather than designing new privacy-preserving algo-
rithms or performance-enhancing algorithms, this paper
focuses on a thorough analytical understanding on the fun-
damental performance limits over scheduling transactions
in a PCN. We believe this is one of the fundamental ques-
tions unique in PCNs, which is of particular relevance in
designing algorithms with the objective of performance
optimization. Rather than maximizing the performance by
introducing elaborate proposals, this paper concentrates on
the maximum gap between the theoretically optimal perfor-
mance and the performance achievable in practice. We
believe such a gap characterizes the design space for new

scheduling algorithms, and provides insights on dynami-
cally adjusting channel capacities.

Recently, Tang et al. [32] discussed the relationship
between a utility and the extent of privacy exposure under
a specific attack model. Their focus is different from ours in
that we derive the performance gap on a generic setting
without any attack models. Further, their utility is a func-
tion proportional to the number of coins that are trans-
ferred, which instead is the objective function in our work,
where the impact from channel capacities and incoming
transactions is examined at the same time.

8 Discussions

Topological Impact. Apparently, the selection of intermediate
channels for forwarding each transaction must take the
entire topology into consideration. This indicates that the
PCN topology dictates the set of transactions requesting for
capacities at each intermediate channel. Noticing that our
model distinguishes transactions at each intermediate chan-
nel into two categories, i.e., dominant and regular transac-
tions (DTs and RTs), and has computed the PCN
performance given DTs and RTs. As shown in Corollary 3,
more coins requested by RTs indicates better performance.
Therefore, a topology where it is more likely for a transac-
tion to become a RT is appreciated.

There is a popular belief, originated from computer net-
working research, that hub-and-spoke network topologies
lead to poor performance in general. In contrast, PCN topol-
ogies with an extremely long route contain many intermedi-
ate channels, and may lead to even worse performance. For
example, in Fig. 5, there are two topologies and 4 transac-
tions. The total channel capacities are 8 in these two topolo-
gies. Each transaction requests for 1 coin. To minimize the
number of channels a transaction may compete for, each
transaction only goes through 2 intermediate channels. The
first topology in Fig. 5a has 6 nodes connecting with each
other linearly, forming a long route. There will be 2 DTs at
least, whose theoretically optimal performance is 2. The sec-
ond topology in Fig. 5b has a hub between node 2 and 3,
and all of these 4 transactions go through this hub. Appar-
ently, none of them are DTs, and the theoretical optimality
is 4, where all of these 4 transactions succeed.

To further quantitatively understand this issue, a mathe-
matical characterization on how a topology affects the sets
of DTs and RTs is needed, which can be conducted in our
future work. Intuitively, which parameters shall be incorpo-
rated to model a topology shall be taken into account at first.
Based on this, the formulation on the probability that a
transaction becomes a RT or a DT with respect to the topol-
ogy may be derived.

Fig. 5. In (a), only transaction 1 and 4 are RTs, and the theoretical opti-
mal result is achieved when these 2 RTs succeed. In (b), all of these 4
transactions are RTs, the optimal result is 4.
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Privacy Implications. It is not feasible to achieve optimality
while satisfying all the privacy requirements, which has
been formally discussed in [23]. However, our analysis indi-
cates that there must exist scheduling algorithms that can
achieve optimality only in violation with a part of the pri-
vacy requirements. Algorithm 1 in Section 4 can approach
the theoretically optimal performance, where the sets of
transactions pending at all intermediate channels and the
initial capacity of each channel before scheduling are pro-
vided as algorithm inputs. Apparently, only this initial
channel capacity when the scheduling is about to start is
required, instead of all capacities upon each transaction con-
firmation, i.e., not all the privacy requirements are violated.

Another issue is related to the relationship between
the extent of privacy infringement and the performance
achieved in practice during a scheduling process. For exa-
mple, if the set of transactions to be relayed in a PCN is
exposed, by giving each transaction a global priority, dead-
lock can be avoided, indicating a higher performance
through this scheduler [23]. However, with more privacy
exposure, e.g., channel capacities are further exposed, with-
out knowing how many coins each transaction requested, a
scheduling algorithm may not be able to improve the per-
formance. To quantitatively formulate how probable the
performance can be improved with different extents of pri-
vacy exposure and different scheduling algorithms, a model
mathematically describing the extent of privacy infringe-
ment is necessary. This is, however, not directly related to
our current model, and can be conducted in future work.

9 Conclusion

Payment channel networks (PCNs) have the potential to sig-
nificantly enhance the throughput of blockchain systems,
while its performance, in terms of the number of coins that
are transferred successfully, can suffer with inherent pri-
vacy requirements. There has been no systemic study in
capturing the fundamental performance properties in
PCNs. This turns to be a challenging problem with the
unique characteristics in PCNs, in particular the link capac-
ity is of a discrete number with a residual value. In this
paper, we, for the first time, investigate the fundamental
performance limits of PCNs and compute the maximum
gap between the theoretically optimal performance and the
performance achievable in practice. Through rigorous anal-
ysis, we derive conditions on scheduling transactions to
achieve the theoretically optimal performance. Finally, we
show that such a gap between the theoretically optimal per-
formance and the performance achievable in practice in a
PCN can be minimized when the channel capacities are at
two extremes: either very large or very small. We also give a
specific set of channel capacities in a PCN that results in the
maximum performance gap.
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