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Abstract—Epidemic routing has been proposed to reduce the  Randomized network codinfB]-[5] allows intermediate
data transmission delay in disruption tolerant wireless networks, nodes to perform coding operations besides simple rejgicat

in which data can be replicated along multiple opportunistic - 3nq forwarding. Using the paradigm of network coding in
paths as different nodes move within each other’s communication idemi i d t it ded ket
range. With the advent of network coding, it is intuitive that data €P!C€MIC routing, a node may transmit a coded packet —

can not only be replicated, but also coded, when the transmission @ @ random linear combination of existing data packets
opportunity arises. However, will opportunistic communication — to another node when the opportunity arises. Intuitively,

with network coding perform any better than simple replications?  when replication is used to minimize transmission delay, a
In this paper, we present a stochastic analytical framework n,qe ghould transmit a packet with the minimum number of

to study the performance of epidemic routing using network . - . . .
coding in opportunistic networks, as compared to the use of replicas in the network, since it is the packet with the I®sige

replication. We analytically show that network coding is superior €xpected delay. Unfortunately, one does not have precise
when bandwidth and node buffers are limited, reflecting more global knowledge of which packet has the minimum number

realistic scenarios. Our analytical study is able to provide further of replicas in opportunistic networks. When network coding
insights towards future designs of efficient data communication ;s ;sed. however. a node can transaniy coded packet, since

protocols using network coding. As an example, we propose a . .
priority based coding protocol, with which the destination can all of them can equally contribute to the eventual delivefy o

decode a high priority subset of the data much earlier than it can all data packets to the destination with high probability.
decodeany data without the use of priorities. The correctness of ~ Though intuition may point to the right direction, how

our analytical results has also been confirmed by our extensive much better does network coding perform as compared to
simulations. replication, and in what particular scenarios? In this pape
we seek to analytically address this question by preserting
stochastic analysis of network coding in epidemic routiag,
compared to the case of replication. Our analysis shows that
Disruption tolerant wireless networks (DTN), opportunis- the use of network coding delivers data with shorter delays
tic networks represent a class of networks where connectiothen bandwidth is limited, and such advantage may be further
among wireless nodes are not contemporaneous, but infeggnified when the sizes of node buffers are constrained as
mittent over time. Such networks usually have sparse no@g||. we show that network coding allows for less buffering
densities, with short communication ranges on each noggpacities than replication, with the same delays requifke
Connections among nodes may be disrupted due to nQgfrectness of our analytical results has been furtherrcoeél
mobility, energy-conserving sleep schedules, or enviremial by our extensive simulations.
interference. We believe that insights from our analytical framework
In such networks, an opportunistic link may be temporariljre useful towards substantially better designs of new data
established when a pair of nodes “meet” — when they moygnsmission protocols in disruption tolerant networks. s
into the communication ranges of each other. A possibi&ample, with network coding, one has to pay the price that
data propagation path from the source to the destinatigfhy useful data can be decoded only after the destination
referred to as awpportunistic pathis composed of multiple receives a sufficient number of coded packets and is able to
opportunistic links, possibly established over time. @a decode all data altogether. That is, the destination mag tav
more than one such opportunistic paths may exigidemic \ait for a long time before any useful data can be decoded. We
routing has been proposed [2] to utilize these opportunistigropose a priority coding protocol that decodes high pijori
paths to reduce the data transmission delay from a source {9583 much earlier than the time when the original network
destination, by replicating packets whenever two nodestmegyding protocol can decode any data. Utilizing our anadytic
In essence, epidemic routing replicates data along meltigtamework, we show that the priority protocol achieves such
opportunistic paths from the source to the destination. Tlaegoa| with low overhead.
delay in delivering a data packet is hence the time to praeaga The remainder of the paper is organized as follows. We dis-
the packet along the opportunistic path with the shortes¢.ti cyss related work in Sec. I1. In Sec.lll, we present our siseh

_ , , _ tic analysis of network coding and replication in epidemic
This work was supported in part by Bell Canada through it$ Belversity

Laboratories R&D program. A preliminary version of this papeswpresented routing. In Sec IV, our analytical fram(_ework is extended t_o
in ACM MobiOpp 2007 [1]. study the efficiency of resource usage in both protocols with

I. INTRODUCTION



different stopping mechanisms. Sec. V introduces our iyior fact, the system dynamics of one packet in DTN have been
coding protocol, and investigates its design tradeoffqigisimodeled with Ordinary Differential Equations (ODESs) in J20
our analytical framework. In Sec. VI, we present extensiwgith replication based epidemic routing. By contrast,izitilg
simulation results to show the effectiveness of networkrpd ODESs, we study the dynamics of a batch of packets in DTN
and to confirm our analytical results. We conclude the papeith both network coding and replication based epidemic
in Sec. VII. routing in this paper.
Zhang et al. [24] presented a simulation-based study of
Il. RELATED WORK the benefit of network coding in opportunistic unicast com-
_ ) ) munication. To our knowledge, this is the closest to our
A variety of routing protocols have been designed fqgork with respect to research objectives. Nevertheless, ou
disruption tolerant networks, based on different sets of agork on stochastic analysis of network coding is analytical
sumptions. Somee(g, [6]) assumea priori knowledge on iy nature, which benefits from the mathematical rigor that is
connectivity patterns, or that historical mobility pattercan missing in previous work. Inspired by such analysis, we also
be used to predict future message delivery probabilitigs [?)ropose a priority coding protocol to combat the disadwgata
Others assume control over node mobility [8]. In this papess decoding delay in the coding-based protocol. This is an
we seek a thorough and systematic understanding of the béﬁ?‘ample in which our analytical framework can be used to

efits and performance gains when network coding is useddfow how the proposed priority coding protocol is effective
epidemic routing, with neithea priori knowledge of network \ith low overhead.

connectivity, nor control over node mobility.

Previous studies have proposed to use erasure coding to
address network disruptions in opportunistic networkghwi
no information of node mobility patterns [9], or with prior
knowledge of network topologies [10]. Cheet al. [11]
further showed a hybrid approach combining erasure codiRg Network Model
and replication. Unlike network coding, in such sourceeolas
erasure coding approaches, different upstream nodes main this paper, we consider unicast communication from a
transmit duplicates of coded data to the same node, and nsayirce to a destination in a disruption tolerant networkhwit
unnecessarily consume additional bandwidth. N wireless nodes, moving within a constrained area. The

It has been shown that network coding can improve tlsurce hads packets to be transmitted to the destination. A
throughput in both unicast [12] and broadcast [13] wirelessgansmission opportunity arises when a pair of nodes “rheet,
communication, by exploring the broadcast nature of the., they are within the communication range of each other.
wireless medium. However, in disruption tolerant network®o facilitate the analysis without loss of generality, wewase
considered in this paper, a node seldom has more than ¢m& when nodesg and j meet, the transmission opportunity
neighbors, and such wireless coding opportunities raredyo is only sufficient to completely transmit one data packet. It

Deb et al. [14] showed that a gossip protocol based ois straightforward to extend this to the general case where a
network coding can broadcast multiple messages among noddgtrary number of data packets can be delivered when the
with a shorter period of time, as compared to that withowpportunity arises, as sketched at the end of Sec. IlI-BhWit
network coding, by a logarithmic factor. With the sameespect to the buffering capacities, while the source aed th
spirit, the benefit of network coding in wireless broadcastestination are able to accommodatefalpackets, we assume
communication has been investigated in [15], [16]. In casttr that the buffer on each of the intermediate relay nodes ig onl
to their work, we show that network coding can efficienthable to holdB packets, wherd < B < K.
utilize multiple opportunistic paths in the case of unicast We assume that the time between two consecutive trans-
communication in DTNs. mission opportunities (when nodes meet) is exponentiatly d

Epidemic routing based on replication has been analytibuted with a rate of\. In the literature, the majority of pre-
ically studied in an extensive set of existing work.d, vious work makes such an assumption, either explicitly ,[19]
[17]-[21]). We believe that the effects of using network20] or implicitly [17], [18]. Although measurement-based
coding in epidemic routing should receive the same levedsudies €.g, [25]) have shown that such inter-meeting times
of rigor and research attention, and the tradeoffs involveday follow heavy-tail distributions in some applicationsore
with respect to resource consumption and delay should alszent studies have shown that the exponential distribugo
be carefully studied analytically. Choet al. [5] considered in fact more prevalent both in theory and in many practical
priority encoding in network coding on networks with knowrsystems [26], [27]. Therefore, we opt for more mathematical
topologies. In contrast, our proposed priority coding peol tractable models in our analysis, and believe that insights
is designed specifically for opportunistic networks withowbtained from our analysis are also useful under otherstéali
topology information. mobility models. With a similar preference for mathemdtica

Fluid modeling or differential equations are widely usettactability, we assume there does not exist backgrourifictra
to model system dynamics, such as in queueing systelbresyond the unicast communication under consideration, and
[22], P2P networks [23], and DTNs [20], with the attractivdeave the more general case with background traffic to our
advantage of simplicity, as compared to Markov chains. Fture work.

I1l. NETWORK CODING VS. REPLICATION: AN
ANALYTICAL FRAMEWORK



B. Epidemic Routing with Network Coding can transmit arinnovativecoded packet to another node, if

We are now ready to develop an analytical model for neg:'e coded packet it transmits can increase the rank of the

work coding in opportunistic networks with epidemic rowgtin ecoding mairix on the other node. Clearly, can transmit

The following baseline protocol will be analyzed. When tws" innovative coded packet to;, if i > j, assuming the

nodesa andb meet, they transmit coded packets to each othgf.)ded pgckets in the buffers are ."”ef"“'y independent wgh h.

A coded packet: is a linear combination of the< source probability. We make the following important assumption in

packetsE, Ey in the form: z — ZK o E:. wherea the analysisif : > 1 andj < K, v; can transmit an innovative
st . - i=1 “rH 1

are coding coefficients. Suppose that nedbolds m coded fr?ctjﬁg f;scge;ftgjéu\r’]vggn?lgﬂﬁgﬁba&l& e[\lli? r:’; r\]/((:msﬁo{/\} N
packets in its buffer, wheré < m < B. Nodea encodes all - ' o
coded packets in its buffer, namely, . .., z,,, to generate a that the probability that a coded _packet is usefu_l to_ another
coded packet,: node is1 — 1/g, wher.eq is thg size of the G'al'0|s field to
generate random coding coefficients. In practicés usually
- sufficiently large such that—1/q is very close to 1 Although
Ta = Zﬂm, @ the relay buffer is limited in our protocol, we will see thatro
=t stochastic analysis based on such an assumption is sl ver
where all multiplication and addition operations are defing;|gse to the simulation result in Sec. VI.
on a Galois field (such as GE) when the operations are e then define theetwork statethe packet distribution on
performed on each byte), amti is randomly chosen from the (g|ay nodes by a B-tuplé X1 (¢), ..., X5(t)}, where X;(t)
field. Itis easy to see that, is also a linear combination of the genotes the number of type nodes in the network. We further
K original packets, and the coding coefficients can be derivqpseXO(t) to represent the number of typg nodes and its
Node a then transmitse, along with its coding coefficients \5j,e is N — 525 X,(t). In the following, we characterize
to nodeb. When nodeb receivesz,, it storesz, in its buffer he network state using ODES.
if space is available. Otherwise, nodl@ncodesr, with each | gt D;(t) denote the receiving rate of;, defined as the

packet in its buffer as follows: expected number of innovative coded packets received in
2 @ unit time interval, for0 < i < B. We further use
Dpy1(t) ... Dk(t) to denote the receiving rate of the destina-

wherez; represents théth coded packet in the buffer of nodetion, when it has obtaine® + 1, ..., K packets, respectively.

b, and«; is randomly chosen from the Galois field. For vy, it can receive an innovative coded packet from any
The destination obtains a coded packet when it meetday node with at least one coded packet, namelywhere

another node, and attempts the decoding process to retrigve j < B, and the source node with probability For v;,

K source packets as long &S coded packets have been colit can receive an innovative coded packet froamwith high

lected. Because the coding coefficients and the coded pagkeibability, if ; > 1 as discussed previously, and from the

are known, each coded packet represents a linear equagenrce with probabilityl. However, a node cannot transmit

with the K source packets as unknown variables. Decodirg innovative packet to itself, and such quantity should be

the K source packets is equivalent to solving the linear systescluded in the equation. This is the reason leading to the

composed of{ coded packets. Thdecoding matrixepresents difference between the first and second equation in (3).1&imi

the coefficient matrix of such a linear system. When the rargitguments also apply to the receiving rates of the destimati

of the decoding matrix id<, the linear system can be solvedHence, we have

and theK source packets are decoded. Otherwise, there exists

linear dependence among tle& coded packets, and the node Do(t) = X(

will continue to obtain more coded packets until decoding is ;

successful. B
With such a protocol using network coding, the ultimate Dy(t) = )\(Z X;(t), for i=1,2,...,K —1,

objective of our stochastic analysis is to compute the dgfiv

delay of all K packets from the source to the destination. If (t) = 0, ©)

there are more nodes with coded packets in their buffers, the

destination has a higher probability to obtain a useful dod&here Dy(t),..., Dp(t) are applicable for both relay nodes

packet from a transmission opportunity with another nodd, aand the destination, wheredsz_:(t),..., D (t) are appli-

proceeds towards the decoding of &l packets. Hence, to cable for only the destination since relay nodes can hold at

compute the delivery delay of ak packets from the source mostB packets and all packets in the relay buffer are linearly

to the destination, we first compute the packet distribution independent with high probability. Furthermoi@ (t) is for

relay nodes. the destination in (3), whered3g(t) = 0 for the relay nodes
Recall thatB denotes the maximum relay buffer size. w@s the relay buffer size is.

classify relay nodes in the network intB + 1 types using  Next, we consider the varying rate of;(t) within a

the number of packets a node has: nodes of typeach has short time interval, which is composed of two parts. First,

i packets, wherd < i < B. For clarity, a node of type; 1 , _ .

. . .. A byte is usually used to store a coding coefficient for thdedf among

is henceforth referred to as. We examine the transmissiong,se of implementation, overhead, and sufficiently lineaepeddence among

opportunity when two relay nodes meet. We say that one nog@ed packets. Hencg,is 28 = 256.

o
T; =x;, + ;x,,

M

Xj(t) + 1)7



D;_1(t)X;-1(t) number ofv;_; becomesv; since they can increases by\ Z;’;} Xi—p4;Xp—;. Finally, if v; meets any
obtain one innovative coded packet with high probabilityhode with a non-empty buffer, it will become, wherel > i,
SecondD;(t)X;(t) number ofv; becomes; ,; since they can by retrieving innovative coded packets from the node that it
also acquire one innovative coded packet with high proligbil meets. ThereforeX,(¢) decreases by.X; Zle X;. Note in

Therefore, we use the following ODESs to compuig(t): the above argument, we ignore the tedious details that the
, source may transmit innovative packets and the node cannot
dX; L ) )
pTa D1 (t)X;1(t) — Di(t) Xi(2), transmit to itself for presentation clarity. Based on (6 are

able to construct the analytical framework in the similaiywa

for i=1,...,B-1 . "
P ’ as the above basic analytical framework.

dflfiB = Dp-1(t)Xp-1(1), (4) L , , o
t C. Epidemic Routing with Replication

where D;(t) is computed in (3) as a function of;(¢). The  we now present a stochastic analytical model for epidemic
above ODEs can be solved with the initial vald&(t) = 0 routing with replication, to serve as a comparison with our

fori=1,...,B. analytical results in the case of network coding.

We proceed to compute the distribution of the delivery delay With epidemic routing using replication, when two nodes
from the time that the source begins transmitting data to tagdb meet, node: knows the set of packets in nodand vice
time that the destination obtains ali packets. We use the versa, through the exchange of packet identifiers. d.eand
random variableT; to denote the time that the destinatiord, denote the set of packets on nadandb, respectively. In
obtains i packets, fori = 1,..., K. Hence, the delivery the following, we describe the protocol for only nodesince
delay for all K packets isTk. Let F;(t) be the Cumulative the protocol for nodé is identical. Node: chooses one packet
Distribution Function (CDF) of’;. We deriveF;(t) with ODEs in the setS, — S, to transmit to nodé such that the packet
by computing the derivative of;(t) overt. In particular, to transmitted to nodeé is always new to nodé. If S, — Sj, is
derive Fi(t), i.e. Pr(Tx < t) with ODEs, we compute the empty, nodez will miss this transmission opportunity.
value change of RTx > t) within a small time interval ~We examine three policies in selecting which packet from
[t,t + 0t]. Hence, we can compute the CDFFk(t) of the Sa— S is to be transmitted. First, in thendompolicy, node
delivery delay of K packets by solving the following ODEs,a chooses a packet with the same probability for each packet
where details of the derivation are presented in Appendix AQ S, — Sp. Second, in thdocal rarest policy, nodea uses
a counter for each packet in the buffer to record how many

an _ Dy(t)(1 — F1(t)), times that each packet has been transmitted and chooses the
j}’; packet with the smallest counter. Third, in tgbal rarest
dtz =D;_1(t)(Fi—1(t) — Fi(t)), for i=2,...,K. (5) policy, we assume that an oracle maintains global counters
o for all K packets,i.e., the number of copies of each packet
The initial values of the above ODEs af¢(0) = 0, for i = in the network. Node: chooses the packet with the smallest
1,..., K, and D;(t) is given in (3) by solving (4). counter to transmit. It is clear that the last two policiestty

In the above analytical framework, we assume that thmaintain an even distribution of the copies of tRedifferent
bandwidth when two nodes meet is only sufficient to transnpeckets in the network. Although the global rarest policy is
one packet. Here, we briefly outline how to extend the badimpractical, by comparing it with the other two policies, we
analytical framework to the more general case where at magtl have a clearer understanding on the difference between
b packets can be transmitted when two nodes meet, for tsiemulation and analytical results, as we will show in Sec. VI
network coding case. The extension for the replication ¢mse Upon receiving a packe®, from nodea, nodeb insertsp?,
similar. Because such an extension on the basic frameworkrito its buffer if the buffer is not full. If the buffer is alesly
straightforward but complicated, and does not offer sigaift full, node b usesP, to replace a random packet in its buffer
new insight, we omit further details in the later parts ofsthiin the random policy. In the local or global rarest policydeo
paper. b compares the counter d?, with the counter ofP, which

We use the same notatiaki;(¢) to denote the number of is the packet with the largest counter in ndde buffer, and

nodes withi coded packets in their buffers. Similarly, we focu§"oPs the packet amonB, and £, with the larger counter.
on the changing rate of,(t), which can be characterized by We proceed to study the delivery delay of the above protocol
the following equation: based on replication. Similar to our analysis in the case of

. - . network coding, we first compute the packet distribution on
dX; - relay nodes. We similarly classify relay nodes in the nekwor
at )‘(Xi—bzxi + ZXi—HJ'Xb—J’ —Xi ZXJ') by B + 1 types, denoted by;, for i = 0,..., B. We make
i=b =1 =1 the following assumption in our analysi$he i packets on
©) v; are uniformly distributed among th& original packets.
(6) holds because once;_;, meetsv; with j > b, this This assumption is reasonable if the global rarest policy
v;—p WIill becomew; with b innovative coded packets. There-are employed since it maintains close to even proportions
fore, X;(t) increases by X,_, Zf:b X;. Furthermore, when of K packets in the network. We will show the accuracy
Vi—pyj Meetsvy_;, wherel < j < b — 1, it becomesy; of this assumption on all three policies in our simulation-
by obtainingb — j innovative coded packets. Henc&,(t) based studies. We then examine the probabilit§i,Ry that




v; obtains a new packet from; under such an assumption.destination, this relay node can remove pa¢ketm its buffer
First, it is easy to see that, if < j, v; can always obtain a to save buffer space since packeis successfully delivered
new packet fromy;. Second, ifi > j, v; cannot obtain a new to the destination. In addition, this relay node can rected t
packet fromv; only if v; contains all packets on;, which delivery information by carrying an “ACK” for packetin its
has the probability(;)/([;) under the assumption of uniformbuffer to keep it from receiving packéfrom other relay nodes

packet distribution. Hence, we have(Rrj) = 1 — (;)/(f) in again. Such scheme is referred to as IMMUNE in [17]. A more

such a case. In summary, we have efficient scheme, VACCINE [17], is to propagate ACKs among
. relay nodes rather than only from the destination to relajeso
PHi, j) = o ff <7, (7) as in IMMUNE. Since these mechanisms are activated only
’ 1- (;)/(fj) if i >j. after the destination has received data, we refer them to as

. . . . r iV ing mechani
We note that similar analysis has been applied to BltTorrer(?ta(?t .e stopping mechanisms .
. : . Similar recovery schemes can also be designed for network
like P2P file sharing systeme.(.,[28]). . . L
. . coding based protocol. Unlike the replication based pwtoc
Again, a B-tuple{X;(t¢),...,Xpg(t)} is used to represent :
: ..~ “where K different ACKs are used to acknowledge tlié
the network state at timeé. Let D;(¢) denote the receiving different data packets. onlv one tvpe of ACKS exist in the
rate ofv;, for 1 <+ < B. We further useDg1(t)... Dk(t) anp » only yp .
= o .. network coding based protocol for al' packets. The desti-
to denote the receiving rate of the destination, when it has. .
) . . nation generates such ACKs after it has decodedadource
obtainedB + 1,..., K packets, respectively. Far, it can ackets
receive a new packet from any relay node with at least oHeW f' ) ‘ K - th
packet, namely; wherel < j < B, and from the source with b ﬁe ocus on ,tWO Tet?cs 0 getword r(ra]sourcebusagze. the
probability 1. For v;, it can receive new packets from with ~ P4!"e’ consu(rjnpgon cl) re a()j/s n(?rhes and t ke humber of trans-
probability Pxi,7) and from the source with probability. MiSsions made by relay nodes. 'he networ resource usage are
mportant if multiple sessions of network traffic compete fo

However, a node with packets can not transmit an innovativii ted Furth h ber of 5
packet to itself, and such quantity should be excluded in t @ited resource. Furthermore, the number o transmissinn

equation, causing the termPr(i, i) in the second equation of relay nqdes implies_ th(.air.energy consumption and is cfitica
(8). Similar arguments also apply to the receiving rateshef t ©©7 mobile nodes with limited energy.

destination. Hence, we have 1) Epidemic Routing with Network CodingBefore the
analysis for resource usage for the coding based protoeol, w
C first compute the probabilitg; (¢) that the destination receives
Do(t) = )‘(; X;(6) +1), i packets at time from the CDFsF;(t) and F, 4 (t) of T}

B andT;, which are derived in (5). We have
Di(t) = MY X;()Pr(i, j) + 1 — Pr(i, i), Si(t) = P(T; < t,Tjpy > 1)
=1 =PH(T; <t)—PHT; <t,Tiy; <t)
=Pr(T; <t)—Pr(Tiy1 <1t)
Dre(t) =0, ® = Bi(t) = Fia (1) ©
where P(i, j) is computed in (7)Do(?), ..., Dp(t) are ap- fori=1,..., K —1, where the second equality holds because

plicable for both relay nodes and the destination, whereﬁl1s,e event{Ti,, < t} implies the event{T; < ¢} due to
41 %

fori=1,...,K —1,

Dp11(t),. .., Dk (t) are applicable for only the destination_, ‘ il

since relay nodes can hold at madstpackets. Furthermore, Ti < Tiya. Similarly, we have

Dp(t) is for the destination in (3), whered3g(t) = 0 for So(t) =1 — Fi(t),

the relay nodes as the relay buffer sizeHs Sk (t) = Fre(t). (10)

Finally, we can use the same set of ODEs in (4) and (5) to
obtain X;(¢) and Fx(t), the CDF of the delivery delay of all We first consider the case for VACCINE, where the ACKs
K packets, by replacin@;(t) for the coding based protocol are propagated among all relay nodes. Wewde denote the
in them with the values computed in (8) for the replicationelay nodes withi coded packets in their buffer as in Sec. 111-B,

based protocol. and vg to represent the relay nodes that have received the
ACK. Let {Yi(t),...,Yp(t),Yr(t)} be the network state,
IV. STOPPINGMECHANISMS AND RESOURCEUsAGe ~ WhereY;(t) denotes the number af, fori =1,..., B, and
ANALYSIS Yr(t) denotes the number afz. We then have the following

set of ODEs to describe the dynamics of the network state:
We proceed to analyze the protocol resource usage under

different mechanisms to stop the packet transmissions. dY; B B
=AY ) =AY+ Ya+ Sk). (11)
j=1 j=1
A. Reactive Stopping Mechanisms Y. B B
We first study the network resource usage under the recov-—— = /\Yiq(z Y;) - AK(Z Y; +Yr + Sk),
ery schemes proposed in [17]. For replication based prgtoco j=1 j=1

if a relay node transmits a packet,g. packeti, to the for i=2,...,.B-1 (12)



dYp with the delay distribution of the replication based pratoc
dt /\YB‘l(;Yj) — Ap(Ye + 5k), (13) " derived at the end of Sec. lll-C: the replication version S (
B . We first study VACCINE. Since the size of ACKs is much
dYr _ )\(Z Y;)(Yi + Sx), (14) smaller than data packets, we assume that an arbitrary mumbe
dt = ! of ACKs can be transmitted when two nodes meet. We

) ) ) use{Zi(t),...,Zk(t)} to denote the state of ACKs in the
where Sk (t) is derived in (10), ando(t) = N — Yr(f) — network, whereZ,(t) represents the number of relay nodes

i1 Yi(t) represents the number of relay nodes with Ngit ; ACKs. When two relay nodes.g. nodea and node
coded packets and the ACK. (12) holds because ance meet, suppose they have ACKs and ¢, ACKs in their

meetsy; with j > 1 or the source, and excluding itself, this) \fter denoted byd, and A,, respectively. It is easy to see

vi—1 will become v; with a new innovatige coded packelihai 4,  A,, if ¢, < ¢, because all ACK are originated from
Therefore, Y;(t) increases by\Y; 1(t)(3;_, Yj).

y AL~ On the the same node, the destination. Therefore, after exchamgin
other hand, ifv; meetsv; with j > 1, the source, and aocks, nodeb will also havec, ACKs. When a node meets
excluding itself, it becomes; ;. Furthermore, ifv; meetsvr  he destination at time, its ACKs will be increased ta

or the destination withi’ packets, it will becomez. Hence, - ity probability 5;(t), the probability that the destination has
Yi(t) decreases byY; (> ;_, Y;+Yr+Sk). Similar argument gpiqineq; packets at time. Hence, we have the following set

applies for (11), (13), and (14). The initial values for th®@e ¢ OpEs to characterize the dynamics of ACKs in the network:
ODEs areY;(0) =0 andYg(0) =0, fori =1,...,B.

For IMMUNE, a similar set of ODEs can be constructed to dz; - =
characterize the network state as follows: dt )\; Z;(Zi+ 1) )\le;d(zj +55),
dy; < < for i=1,...,K—1 18
d—tl:AYo(leGH)—AYl(le%SK), o xa 4o
Jj= Jj= K
. B B 7 A Z(:) Zi(Zk + Sk), 19)
o =i (Q_Y) - (Y + 8k, = _ _
j=1 j=1 (18) holds sinceZ;(t) increases if a relay node with less than
for i=2,...,.B—1 i ACKs meets a relay node or the destination witACKs.
B Furthermore,Z;(t) decreases if a relay node withACKs
aYp _ /\YB—I(Z Y;) — A\YpSk meets a node with more thanACKs. Similar justification
dt P ! ’ applies for (19).
dYr B For IMMUNE, similarly, the set of ODEs to characterize
— = A Y;)Sk, (15) the dynamics of ACKs is as follows:
J=0 a7 i—1 K
with the same initial values as in (11), (12), (13), and (14). dtl = )\ZZ]»SZ» - \Z; Z S;, for i=1,...,K—1,
Comparing the two sets of ODEs to describe VACCINE and j=0 j=it1
IMMUNE, we can see the facto¥z + Sk in the right of (20)
equations is reduced t6x to reflect the fact that only the dZ 5 K-1
destination can propagate ACKs. 5 = > Z;Sk, (21)
=0

By solvingY;(¢) from the above ODEs, we have the buffer
consumption of the network: the expected number of tote#0) holds sinceZ;(t) increases if a relay node with less than

coded packetg’(t) among all relay buffers is 1 ACKs meets the destination and the destinationha€Ks
B at timet. FurthermoreZ;(t) decreases if a relay node with
c(t) = Z Y;(t) i (16) ACKs meets the destination and the destination has more than
= 1 ACKs at timet.
sincev; holdsi coded packets in its buffer. We proceed to derive the expected number of data packets

Furthermore, the number of relay transmissions in tﬁ@ relay buffers at.tim_et, “5‘”9)‘3“) (derived at the end.of
network can also be computed froFa(t). Since any; for Sec. llI-C, the replication version of (4ynder the assumption
i > 1 will transmit as long as they meet another node thi1at N0 ACKs are propagatingand Z; (¢) for both VACCINE
has not recovered, and the meeting rate of relay nodes isand IMMUNE. We make two modeling assumptions here.

Hence, the expected number of relay transmissions is F_|r_st, we assume that data packet tran'_smlssmns are not sig-
nificantly affected by the ACKs. In reality, ACKs do affect

B data packet transmissions since a node that has obtained ACK
D(t) = )‘(Zyi(t>)<N — Yr(1)) @) for data packetz will not involve in replicating packet.
=1 This assumption is sufficiently accurate for IMMUNE, but
2) Epidemic Routing with ReplicatiorSimilarly, the prob- is only an approximation for VACCINE, because the ACK
ability S;(¢) that the destination has receivegackets can be propagation for IMMUNE is much slower than VACCINE.
computed with (9) and (10), except wheFg(¢) is replaced We confirm the accuracy of such an assumption for different



mechanisms via simulations in Sec. VI-B. Second, we assuglisseminated td. random nodes in the network in the same
the virtual data packets, the data packets in the buffer asgirit as “Binary Spraying” in [21]. Note that we also encode
the data packets that have been removed by ACKs, ahem together during the dissemination whenever possible.
transmitted independent of ACK transmissions on each rel8pyropouloset al. [21] have shown that “Binary Spraying”
node, justified by the fact that the data packets may arriie the optimal spraying method with the minimal packet
at the destination in any order, and the destination geseratlelivery delay under a homogeneous random mobility model
ACKs for different data packets in any order as well. Henceuch as ours. By adjusting, referred to as themaximal

for a particular nodes with i data packets (including the spray countetereafter, we can tune the tradeoff between the
packets that have been removed by ACKs) amCKs, since number of relay transmissions and packet delivery delag. Th
ACKs and data packets are assumed to be independent ajuastion is whether there is a critical threshold such that t
particular node, each of thedata packets hag/ K probability protocol performance will degrade dramaticallyZifis below

to be acknowledged and removed from the buffer. Hence, theWe delay such analysis after we describe the details ef th
expected number of data packets that have been removegristocol.

ij/K, and the expected number of data packets remained inThe protocol proceeds as follows. The source maintains a
buffer isi(1 — j/K). Given a node with data packets, it has counter S with an initial value K’ slightly larger thank.
Z;(t)/N probability with j ACKs. Therefore, the expectedWhen the source meets a relay node$'if> 0, it generates a
number of data packets in its buffer‘Ls‘f Zi(t) i(1—j/K). coded packet from its buffer (a pseudo source packet) using t

Hence, the total expected number of da?ta Igac@(ws) in all algorithm presented in Sec. Ill-B, and transmits the patdet
relay buffers is the relay node. We order the pseudo source packet from the
B K , source with indicedl, ..., K’. Each packet from the source
o = X3 Zj(t)z’(l _ ) (22) carries its index and spray countet, which is initialized to
— = N K the maximal spray countdt. The source decreasésby one

, ) ) after each transmission to a relay node and stops transmsssi
Finally, the more involved analysis for the amount of relay ¢ _

transmissions is presented in Appendix B. The relay nodes implement the “Binary Spraying” protocol

for each pseudo source packet, while encoding them together

B. Proactive Stopping Mechanism for Network Coding Basgghenever possible. Every relay nodeg, nodea, keeps a list
Protocol of tuples: (i, 1), wherei and! denote the index of the pseudo

In the network coding based protocol described so far, tvewurce packet and the value of its spray counter. Such lists a
nodes exchange coded packets whenever they meet untilrefierred to asspray listand are empty initially. When node
ACK from the destination indicating alk packets have beena meetsb, it checks the spray lists in both nodes. If node
received. Such protocol may have many transmissions dimtls a tuple(i, ) with [ > 2 and there is no tuple with as
consume a large amount of energy. In this section, we propdbke first element in nodé, nodea transmits a coded packet
an efficient variant of the network coding based protocot thto nodeb; otherwise, node: misses the transfer opportunity.
has significantly less amount of transmissions while irgirep If node o decides to transmit, it generates a coded packet,
packet delivery delay only slightly. Our protocol is basad ousing the algorithm in Sec. IlI-B, and sets the packet index
a proactive stopping mechanismhere counters are used tcand the new spray countéi/2| to be carried in the coded
stop the relay transmissions before the destination decallle packet. Noden then updates its tuple witk, [1/2]). Upon
data. receiving a coded packet, nodestores or encodes the coded

Our design is motivated by the following fundamentagbacket with the algorithm in Sec. 1lI-B. Furthermore, ndde
question: what is the minimal number of transmissions thatserts a new tuple into its listi,!), where: and![ are the
should be made by the source and the relays to achieve flaeket index and spray counter carried in the incoming coded
minimal delivery delay? To delivek” data packets from the packet, respectively. Note that the source and relay nodes
source to the destination, it is easy to see from the infdomat always generate a coded packet and transmit to the destinati
theoretical perspective that the source needs to trandmitregardless of the countéf or the spray list.
least K coded packets to either relay nodes or directly to To analyze the amount of transmissions generated by this
the destination. Furthermore, to achieve the minimal dejiv protocol, we first state the following obvious fact: undee th
delay, the destination should decode all packets afteirobga  homogeneous random mobility model, thenodes selected by
K coded packets. Hence, the minimal number of transmissidhg “Binary Spray” protocol are uniformly distributed angpn
made by relay nodes should disseminate and mixfheoded the N relay nodes, which is easy to see since each node has the
packets from the source such that the destination can decsdee probability to meet another node. We then characterize
all packets by obtaining< coded packets fromany K relay the asymptotical optimal bound of. Since the proactive
nodes with high probability. stopping mechanism is more useful when the amount of data

In the proposed protocol, the source transmits slightlyemoto be transmitted is large, we assutie= © (V) throughout
than K codedpackets into the network such that these codetlis section. However, we emphasize that this assumption is
packets are sufficient to decode the original packets witimly relevant in the proactive stopping mechanism, andether
high probability. All these coded packets are referred to & no requirement on the relation betwe&h and N in all
pseudo source packet&ach pseudo source packet is theather modeling parts of this paper.



clogk Coded packets collected In Theorem 1, we assume each relay node has bufferSize
by destination . .
Oﬁ } O \ to ensure that the spreading of different pseudo sourceepgack

are independent for ease of explanation. However, the buffe
()ﬁ O Q _}O size can be significantly smaller. As shown in Corollary 1,
K each relay node transmi(log K') data packets. Therefore,
source O O } WK =N ocsination it is easy to see the buffer size of each relay nodes needs to be
only ©(log K) to ensure all transmission from it are linearly
O O independent. Furthermore, the required relay buffer s@e c
pseudo source packels . be reduced further because the coded packets received by a
7:@ / node arrive at different times. For example, suppose a node

has buffer size 1. If all coded packets arrive at this node at

the same time, it always generates linearly dependent coded

packets. On the other hand, if two packets arrive at differen

times, e.g, packeta arrives earlier than packét the node

generates the coded packets linearly related to packefore
Theorem 1:if each node has buffer siz&, the maximal packetb arrives, whereas it produces a linear combination of

spray counterL. should be©(log K) in order for the desti- packeta andb after packet is received. The coded packets

nation to decode alK source packets witli coded packets before and after packeétarrives is hence linearly independent.

with high probability. In the experiments of Sec. VI-C, we will show that the effitien

Proof: We reduce our problem to the problem studiegrotocol requires relay buffers with size only slightly dar

in [29] by a network-flow formulation as shown in Fig. 1than 2.

The slightly more thar' coded packets from the source can

be equivalently considered ds linearly independent pseudo V. PRIORITY CODING PROTOCOL

source packets. With the coding based protocol, the codeqn

packets in relay nodes are the random linear combinatif)on

wait for a sufficient number of coded packets before
of the K pseudo source packets. Moreover, as we shown = . o - .
. ; ; decoding any useful data, despite its superiority overtfmac
previously, the information of a pseudo source packet s .~ . e
replication based protocols under limited network reseurc

disseminated td. uniformly random relay nodes by the trans-m this section, we first introduce a simple priority coding

missions corresponding to the spray counter indexed by this tocol such that a subset of daita, the high priority data,

r
pseudo SOUTCG packet' Furthermore, because each rglay rﬁ%%ebe decoded much earlier than the time to decode all data.
has buffer size, it is not hard to see that the transmissio

of different pseudo source packets to thkirelay nodes aren.\?\/e th_en use our analytical framework to study the trade-off
in designing such a protocol.

independent. Hence, Theorem 1 and 2 in [29] appl_y here'We assume th& packets in the source can be classified into
They show that a source packet needs to be d|ssem|nate(M0

X ) different priority levels in descending levels of urgency —
only_e(l_og K) random nodes in the network n order for th(?he packets in théh level are more preferable and are decoded
destination to decode all source packets vatty K coded

) . . before the packets in thgth level, if i < j. The number of
gﬁgﬁ?dtsb];r(g?;ogr}(yi{ nodes with high probability. Hence, packets in theth level is denoted byX;, wherel <i < M.

. We further assume through layered coding [31] or particular
We then have the following corollary and lemma on the =~ .~ . : ;
o application semantics, the number of packktsin each level
amount of transmissions made by the relay nodes. Therefor . : . .
. . cah be adjusted to improve the utility of the applicationemd
we conclude that the new protocol is asymptotically moré

efficient than the original protocol in transmissions. our prlquty.codlng protocol. To make the analysis indepntd
) o ) . of application details, we assume the sum of the number of
Corollary 1: In the efficient protocol with proactive stop- ackets in all priority levels remains constant after aiif
ping, the relay nodes transntit(log K') data packets. P P y e

Proof: There arell pseudo source blocks, each consumes’ : I ,
S . : Next, we describe our priority protocokFirst, the source
L transmissions. Hence, the total relay transmissions in tpre

network is KL — ©(K log K) by Theorem 1. Because ther ansmits the data in the_ 1st I_evel using the network coding
sed protocol as described in Sec. IllI-8econd after the

areN = O(K) relay nodes, each relay nodes needs to traner| o . L

O(log K) times estination decodes all data in the 1st level, the destinati

) - propagates an ACK towards the source by replicating the ACK
Lemma 1:In the original protocol, each relay node transt . E
. whenever two nodes meethird, upon receiving the ACK,
mits at least (k) data packets. the source starts to transmit the data in the 2nd level wih th

Proof: The destination needs to obtain at le&Stcoded . I .
. . same protocol as used in transmitting the data in the 1sk leve
packets fromK meetings with other nodes to decode all data.. ) . S
. . . : .__3ince the data in the 1st level has arrived at the destination
During such time period, each relay node behaves identica ; .
L a node drops the data in the 1st level whenever the buffer is
to the destination and meet at ledstnodes on average. In . .
- . full and new data in the 2nd level arrivéinally, such process
the original protocol, each relay node transmits a code#éigiac
whenever it meets another node. Hence, a relay node tremsm'tFor the interested reader, further discussions on effigienwork coding

at leastK coded packets on average. B protocols can be found in [30].

Fig. 1. The network-flow formulation in Theorem 1, wheteand o are
constants.

the network coding based protocol, the destination has



continues until the destination decodes the data in alripyio that the proposed priority coding based protocol is effecti
levels. and induces low delay overhead.

We proceed to investigate the effectiveness and overhead ofVe have developed a discrete-event simulator with the
the above priority coding protocol by our analytical frameimplementation of epidemic routing and network coding. To
work. It is easy to see in the priority protocol that thenitigate randomness in simulations, we show, for each data
transmission process of the data in a priority level is iaht point in all figures, the average and the 95% confidence
to the network coding based protocol described in Sec. lll-Btervals from 100 independent experiments. We set the node
Therefore, we can use our analytical framework to computeeeting ratel to 0.005 and the number of packet& to
the expected delivery delay of the data within any priorit§0 in most experiments unless explicitly pointed out. In all
level. In particular, the delivery delay distribution d&; simulations, we use GEY) as the Galois field where network
packets,F, (t), can be computed with (5) by replacirlg coding is operated.
with K;, and the expected dela¥[r;] for the data in the
ith level can be computed fronk, (). Next, we notice A  Delivery Delay
that the expected dela¥[rack]| in transmitting an ACK is

equivalent to transmitting a packet, under the condition of 1) Validation for Delivery Delay Distribution: We first
infinite bandwidth, infinite buffer, and the replication bds validate the accuracy of our analysis on the distribution of

. . ; . . . packet delivery delay. We set the number of data packets
Eg:/deemm routing, which has been derived in [20]. Hence, V\é% :Bl()’ lthe r:jumbedr OI {?)Igg n.Odelgt. _ 209£hthed buffe(; t
size B = 1, and conduc simulations with independen
Elrack] =In(N +1)/(AN), (23)  random seeds for epidemic routing with both network coding
whereN is the total number of relay nodes, aids the inter and replication. In this set of experiments, we chodse- 1
meeting rate of any pair of nodes in the network. Because thecause, as we will show in Sec. VI-A3, this is a reasonable
delivery process is composed of the data transmissionaffor value to use for epidemic routing with network coding. We
priority levels and thel — 1 ACK transmissions interleaved observe similar results for other valuesi®fwhich are omitted
among them, we can compute the total expected délpy to reduce redundancy. Fig. 2 plots the empirical and aralyti
to deliver all data as follows: CDF of delivery delayF'k(t), derived from (5). For clarity
M in the figure, we show only the global rarest policy for the
E[r] = ZE[”] + (M — 1)E[racxk], (24) replication case since it is the ideal replication strategg
=1 closest to the analysis. The local rarest and random policy
are discussed later in Sec. VI-A2 and Sec. VI-A3. We notice
that the analytical result is very close to the simulatiosute
Furthermore, the analytical delivery delay is slightly gbo
fﬁan the empirical result since we have made several idehliz
assumptions in the analysis of Sec. lIl.

where E[rack]| is given in (23), andE[r;] is given in (5) by
replacing K with K.

In Sec. VI-D, we use numerical analysis to show th
effectiveness of the proposed priority coding scheme uade
particular set of parameters. More importantly, we beligwe
simple scheme is effective in a wide range of parameters due
to the following reason. Although the network has the same
characteristic for both ACK and data packet transmissions,
the amount of transmission opportunities required to deliv

1

o
©

an ACK is much smaller than delivering all data packets :;OG,
in a priority level. Furthermore, the network is indeed the g
bottleneck, given the limited bandwidth when two nodes meet ?_’047
Therefore, the delivery delay for an ACK is much shorter than g '
O

the delivery delay of all data packets in a priority level.nde,

the priority coding scheme incurs only a modest amount of
increased delivery delay due to the additional propagation
delay of ACK packets and the first data packet (with the simila
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delay as ACKSs) of each priority level as illustrated by the
numerical analysis in Sec. VI-D. Fig. 2. CDF of delivery delay.
VI. MODEL VALIDATIONS AND PERFORMANCE 2) The Case for Limited Bandwidthwe then study the
EVALUATION impact of the number of relay nodes on the delivery delay of
In this section, we use simulations to verify the accuracy df packets. The amount of bandwidth denotes the number of
our mathematical analysis. We show that our analyticalli®supackets that can be exchanged between two nodes when they
can demonstrate the advantage of the network coding baseekt. It is easy to see that replication based epidemicnguti
protocol over the replication based protocol, especialhemw achieves the minimal delivery delay when the bandwidth and
bandwidth and buffer are limited. We further demonstrate thbuffer are sufficient to transmi’ packets and hold& packets,
advantage of the proactive stopping mechanism in our dfticigespectively. Therefore, there is no advantage of network
variant of the network coding based protocol. Finally, wevsh coding over replication when network resources are abundan
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In this paper, we focus on studying the difference betweelelivery delay. We set the number of relay nodes1tn)
network coding and replication when the bandwidtis only in this set of experiments and adjust the relay buffer size
sufficient to transmit one data packet when two nodes meetfemm 1 to 10. Fig. 4 shows that our analysis agrees with the
explained in Sec. Il. The more general case whenb < K simulation results for the network coding based protoca an
can be easily extended and is outlined at the end of Sec. lll4Be replication based protocol with the global rarest olic
We setK = 10, and the relay buffer size td0 as well In addition, we note that both the analytical and simulation
such that the buffer is sufficient to hold alt packets on results demonstrate the benefit of network coding under lim-
each relay node. In Fig. 3, we plot the delivery delay asited buffer: the delivery delay of the network coding based
function of the number of relay nodes. The analytical cusve protocol is not influenced by the buffer size, whereas the
the expected value computed from the CBE(t) of the delay delivery delay of the replication based protocols increase
distribution derived in (5) of Sec. lll. The simulation cerv significantly when the buffer size decreases. Such perfocma
is plotted from the average and confidence interval of 1@egradation of the replication based protocols is due to the
independent simulations as explained previously. We eksercoupon collector effect [32]. If we consider the extremeecas
that the analytical results are close to the simulation ltesuthat each buffer can store only one packet, assuming that
for both the network coding based protocol and the repbeati the packet in a buffer is uniformly randomly chosen from
based protocols with the global rarest policy. the K packets, the coupon collector effect dictates that the
The delivery delay of the random policy is larger than thdestination node needs to collegt{ K In K') packets in order
delivery delay of the global rarest policy since the assimnpt to obtain all K packets. On the other hand, under the same
that the packets on a node are uniformly distributed amoaing aétting, the destination in the network coding based pmtoc
K packets, is less accurate in this case. The delivery delaycain decode alK source packets fronk” coded packets with
the local rarest policy is much larger than that of the randohigh probability.
and global rarest policies. This shows that local counters d Finally, we observe that the delivery delay of a practical
not provide an accurate estimation of the proportion of ptek replication based protocol, with the random policy, incesa
in the entire network. One may imagine if the nodes use theuch more significantly than one with the global rarest golic
average of the local packet counters of the last severalsnodéien the buffer size decreases. This is because under the
it meets and its own counters, it could obtain a more accurdandom policy, the packet distribution in node buffers déss
estimation. In the following, we omit the experimental désu from the uniform distribution. If the node buffer size s,
for the local rarest policy. such bias does not have as much impact after most nodes have
Fig. 3 also shows that the delivery delay of the networkollected all packets. However, if the buffer size is veryaim
coding based protocol and the replication based protogsich bias has a stronger influence throughout the delivery
with the idealized global rarest policy are very close. Thigrocess and degrades the protocol performance.
illustrates that network coding can achieve an even digidh

of all packets as in the ideal replication based protocol. We 180 S Smuation - random_
emphasize that the practical replication based protoc@s, 160y 5~ Simulation - global rarest1
. . . Lpe - - - Analysis - replication
with the random or local rarest policy, both have signifibant 140¢ Simulation — coding
longer delivery delay than the network coding based prdtoco 5. 120/ == Analysis - coding
. . . . . <
Finally, Fig. 3 confirms our expectation that the delivery 2 100!
delay decreases as the number of relay nodes increases, Q;T gol
because more relay nodes can expedite more transmissions 3 sol
from the source to the destination.
40t
180 : : : 20}
—=— Simulation - local rarest
160[ —S— Simulation - random 0 .
Simulation - global rarest 0 2 4Size of bﬁffer 10
140¢ —— Simulation - coding 1
120} - - - Analysis - replication |
E Analysis - coding Fig. 4. Delivery delay under different buffer sizes.
3 100t |
>
2 sof
[}
© 6o B. Reactive Stopping and the Network Resource Usage
401 In this section, we study the network resource usage for
20t both protocols under the reactive recovery schemes IMMUNE
and VACCINE. We set the number of packedis = 10 and

o

50 100 150 200 250 300

Number of relay nodes the number of relay node¥ = 100. We further set the relay
. _ _ buffer sizeB to 1 for the network coding based protocol and 8
Fig. 3. Delivery delay under different numbers of relay nodes for the replication based protocol since the performandbef

replication based protocol will degrade if the relay buere
3) The Case for Both Limited Bandwidth and Bufféke is small. We trace the total number of buffered data packets
proceed to study the impact of the relay buffer size on tlie the entire network and the amount of transmissions by all
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relay nodes over the duration of simulation. To presentrcle86 and compare the experimental results with the original
figures, we show the simulation results of only the globadsar protocol described in Sec. IlI-B under the same experiment
policy for the replication based protocol. settings. The results are shown in Fig. 6.

Fig. 5(@) and (c) demonstrate that the analytical resultsAs expected, Fig. 6(a) shows that the amount of relay
are very close to the simulation result for IMMUNE. Fotransmissions increases linearly as the spray counterases,
VACCINE, as shown in Fig. 5(b) and (d), the analysis is lesand that for the range of spray counter under consideration,
accurate due to the well-known exponential amplification dlfie efficient protocol significantly reduces the amount of
modeling errors introduced by ACK flooding [20]. Howeverfransmissions. More importantly, the efficient protocoh ca
the analysis still captures the difference between the arétw achieve near optimal performance. From Fig. 6(b), we oleserv
coding based and replication based protocols. that the packet delivery delay decreases significantly vthen

In general, our analytical and simulation results show twmaximal spray counter increases. This is because the number
observations. First, VACCINE is much more efficient thanf coded packets that the receiver needs to decode all data
IMMUNE to reduce the amount of transmissions and to cleatecreases dramatically until it is close to the number oedod
buffers. Second, the network coding based protocol reguinggackets required for decoding in the original protocol.
much smaller buffers than the replication based protocesdo Next, we investigate the impact of the relay buffer size on
However, the amount of transmissions by the network coditige packet delivery delay. We set the maximal spray counter
based protocol is slightly larger than that of the replmati to 10 or 25 in two sets of experiments while varying the
based protocol, because at each node meeting, the netwetky buffer sizes from 1 to 100. All the other settings are
coding based protocol transmits a coded packet as longths same as the previous experiments. Fig. 7 shows that as
there are coded packets in buffers, whereas the replicationg as the relay buffer size is more than 2, the performance
based protocol transmits a packet only when a node hasfathe efficient protocol is almost the same as the case with
new packet that the other node does not possess. Howeverbwier size 100. This confirms our analysis in Sec. IV-B that
emphasize that the amount of transmissions by the netwahle relay buffer sizes can be very small.
coding based protocol can be drastically reduced by usiag th

proactive stopping mechanism as shown in Sec. VI-C. D. Priority Coding Advantage

~—Sim. replication 200 ~Sim. replication In the following, we conduct numerical analysis on the
600 e R aion Lo erieatenl - performance of the priority protocol proposed in Sec. V. We
Ana. coding 300! Ana. coding

study the simplest case, where only two priority levels texis
We set the total number of relay nodasto 200. We further
set the total number of packets to be transmitted t@. We
perform a set of numerical analysis by adjusting the number o
packets in the high priority level from 1 to 99, and compasee th

Buffer occupancy
B
o
o

Buffer occupancy

eceace S
0 200 400 600 800 1000 0 20 40 60 80

Time Time delivery delay of the priority coding protocol with the oirigl
(@ (b) network coding based protocol, where H)D packets are sent
60 60 through the network in one priority level altogether.
5 = e oding 0 T ek Fig. 8 shows that our priority coding protocol is effective.

—+Sim. replication
-- Ana. replication

—Sim. replication
- - Ana. replication

reduces the delivery delay of high priority packets whildyon
slightly increasing the total delivery delay. For example,
the high priority level has 10 packets, the network delivers
them with delay 14.9473, which is much smaller than the
% total data delivery delay, 104.3826, in the original prafoc
e 20 ‘4%me 60 80 Furthermore, the total delivery delay, 114.6457, in thens
coding protocol is only 10.26% larger than the data delivery
© ) delay in the original protocol. We further study the overxheé
Fig. 5. (a) The buffer consumption of IMMUNE in time. (b) The farf the priority coding protocol with more details in the follow.
consumptipn Qf VACCINE in time. (c) The number Qf (elay transnioiss .Of From F|g 8, we observe that the de“very de|ay of h|gh
(MUNE n time. (d) The number of relay transmissions of VACCINE iy data is almost in linear relation with the number
of packets with high priority. Such observation shows that
the delivery delay in the network coding based protocol is
) ) S o composed of two types of components: the delivery delay of
C. Proactive Stopping: Validation of Protocol Efficiency  ha first packet (5.1928, the first dot of the “high priority”
In the following, we use simulation to illustrate the effeceurve in Fig. 8) and the delivery delay of the remaining
tiveness of the more efficient network coding based protoquhckets, where the delivery delay of each packet is almost
with proactive stopping. We set the number of source packédgntical (about 0.9945) and much shorter than the delay of
to 100, the number of relay nodes to 200, the number tife first packet. This is because the transmission of the first
pseudo source packets to 105, and the maximal relay buffercket incurs a delay with approximately the length of the
size to 100. We vary the maximal spray counter from 1 tshortest opportunistic path. Afterwards, the deliveryagiebf
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Fig. 7. Packet delivery delay under different sizes
Fig. 6. (a) Average number of transmissions by a relay node vginma& spray counter. (b) Packef relay buffers.
delivery delay vs. maximal spray counter.
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each packet is around the expected tiffid},,] in which the 120

destination meets another node because the destination can qoo TSI
obtain an innovative coded packet from each contact with

another node with high probability. We further confirm this
by noting thatE[T,] = 5 - 45 = 1/(0.005 % 201) = 0.995,
since§ is the expected delay that two nodes meet. This is in
agreement with the value observed in Fig. 8.

Because the delivery delay of each packet (excluding the

o]
o

Delivery delay
D
o

IN
o

Il with priorit
first packet) is identical for both the priority protocol atite 20} —E—an\;/vfdatpanonlyl
original network coding based protocol, it is easy to se¢ tha v
transmitting data in two priority levels separately wiltince a % 20 0 60 30 100
delay overhead equaling the delivery delay of the first packe Number of high priority packets

Hence, the overhead of the pI‘IOI:Ity coding protocol Col_E'SISI]—"ig. 8. Delivery delay under different numbers of packetimhigh priority

of two parts: the ACK propagation delay and the deliverpyel. The plot labeled “only data” represents the sum ofdbvery delay
time of the first packet. Note that in the analysis, the ACK two priority levels without the ACK packet.

propagation delay has similar delivery delay, 5.3033, asdh

the first packet because both of them incur transmissiorydela

as the length of the shortest opportunistic path approxipat of network coding and inspired by our analysis of the data
Therefore, the delay overhead is low when there are twielivery delay, we propose a simple priority coding protpco
priority levels, because the ACK propagation delay and tlwehich can decode urgent data with much smaller delay than
delivery delay of the first packet are much smaller than thke baseline epidemic routing with network coding. Through
delivery delay of all packets. It can be expected that wheyur analytical model, we show that the priority coding pooto
we increase the number of priority levels, the overhead &f effective and induces low delay overhead.

the priority protocol increases. The quantitative relatid the

protocol overhead and the number of priority levels can be

easily estimated by our analytical framework. We omit the REFERENCES
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glime interval 6z, the probability that more than one packet

arrives can be ignored compared with the probability that
one packet arrives. Hence, the evéfff < t + 6t} that the
destination receives packets before time+ §¢ happens only

if the destination receives— 1 packets before, i.e., the event
{T;-1 < t}. Therefore, we have

Pr(T’Z <t+ (5t‘TZ > t) ~ 5tD,-,1Pr(TZ-,1 < t‘TZ > t), (26)

whereD;_; ((3)) is the receiving rate of the destination when
it hasi — 1 packets,i.e., the probability that the destination
obtains an innovative packet in a small intergal

We then derive RT;_, < ¢|T; > t) as follows:

Pr(T;_1 < t|T; >t) =1—PrT;—1 > t|T; > t)
PHT;—1 >t,T; > 1)
a Pr(T; > t)
PrT;—1 > t)
COPHT, > t)
where the third equality holds sincé > T;_q, the time to

receivei coded packets is always greater than or equal to the
time to receive — 1 coded packets. Substituting (27) into (26),

(27)

angnd (26) into (25), we get

PH(T;_1 > t)
Pr(T; > t)
(28)

PI’(TZ‘ >t 4 (;t) = PF(TZ > t)(l — 6tDi,1(t)(1 -

) -

Therefore, we can compute the derivativegft) by

dF;, _ . F(t+6t) — F(t)
dt 6t—0 ot
_ lim P >t +6t) — Pr(T; > 1)
6t—0 ot
Pr(T;_1>t)

lim PHT; > {)
6t—0 ot
Dz_l(t)(Pr(Tz > t) — Pr(ﬂ_l > t))

= Di1(t)(Fi—1(t) — Fi(t)), (29)
where the third equality holds by substituting with (28).

Similarly, we can derivet2r = Dy(t)(1 — Fi(t)). Hence,
the CDFF'k (t) can be computed by solving the ODEs in (5).



APPENDIXB
DERIVATION OF RELAY TRANSMISSIONS FOR THE
REPLICATION BASED PROTOCOL

In this appendix, we analyze the amount of relay transmis-

sions in the network with the state of data pack&$t) and
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Therefore, the probability that nodetransmits a data packet
to nodeb is the probabilityg(i, m, j, n) that nodeb can obtain
a new packet from node:

g(iamajv n) = Pr(Ubvda) (33)

ACKs Z;(t), derived in Sec. IlI-C for the replication basedVhere the function Rr,-) is defined in (7), and/, is derived
protocol. We examine the details when two relay nodes meHSL(32)-

e.g, nodea with ¢ data packets andh ACKs meets nodé

Because the data packets and ACKs are assumed indepen-

with j data packets and ACKs. The number of data packetsdent on a node as we discuss in Sec IV-A2, a node with
refers to the number of original data packets including eho®ackets has probabilitf,, (t)/N to havern ACKs. Similarly,
removed by ACKs. To derive the expected number of reldyNode with; data packets has probabilitg, (¢)/N to have
data transmissions, we first compute the probability thaieno’ ACKs. Furthermore, the meeting rate of two nodeshis

a transmits a data packet to notle

Therefore, we can compute the expected nunibg) of relay

First, we investigate the case whene< n. As we discussed transmissions by summing all cases as follows:

previously in Sec. IV-A2, we havel, C A;, where A, and

A, refer to the ACK sets on nodeandb, respectively. Hence,
we first compute the expected remaining data packets in both

nodes that are removed by ACKsh,. Let D, and D, denote
the remaining data packets in nodeand b, respectively. By
the discussion in Sec. 1V-A2, we have the expected sizB pf
and Dy, denoted agl, anddy, respectively:

A m
da = Z(l — ?),

. m
dp=j(1— })

We assume the remaining packetsiig, D,, and A, — A,
are uniformly distributed among th& — m remaining data
packets (after removing the packets i), denoted asR.
If D, contains a new packet not i, U (4, — A,), i.e,
D, — (Dy U (A, — A,)) # @, nodea will transmit a data

B K B K

D -2Y 3 3 S xin 2

i=0 m=0 j=0n=0

Zn(t)
N

g(i7m7j7n)'

(34)
For the second case where> n, similarly, we first remove
the data packets by ACKs in the smaller ACK ggt Denoting
the remaining data packets on nadeandb with D/, and D;,
respectively, we have the number of data packétandd, in
them similarly as derived in (30). The probability that nade
will transmit a data packet to nodeis the probability of the
event thatD;, has a new packet which is not in the de} U
(Aq — Ap). Therefore, the expected number of transmissions
can be obtained similarly as in the first case where n. We
omit the details of the analysis here due to space constraint

packet to nodé. Based on this, we derive the probability that

a data transmission occurs at nade
Before computing the probability of the eveht, — (D, U

(Ap — Ag)) # @, we first compute the expected number ¢
packets inD, U (4, — A,). As such computation will be used
multiple times, we calculate the general case: the expect

number of packets inX U Y, where the packets iX and
Y are independently uniformly distributed amougy given
X C ZandY C Z. Without loss of generality, we assume th
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|X| > |Y]. Such computation can be further divided into two

cases. We first consider the case whigfé + |Y'| < |Z|. For
every packep, wherep € Y, it has probability(|Z|—|X|)/| Z|

not to be inX, because the uniform distribution assumption.

Hence on expectation, there di€|(|Z| —|X|)/|Z| packets in
Y — X. Therefore, the expected number of packetXinY is

| X + w Similarly, we can compute the case whe
|X|+1Y] > |Z]. In summary, we have the following function
f(X1,1Y1],|Z|) to obtain the expected number of packets i

the setX UY:
YI|(|Z|—-|X .
FUX1 1Y 12)) = {'X' - <:22|';|(>2) T
X+ sy I IXT+ Y] > ]2].

(31)

Hence, the expected number of packets in thdget(A, —
A,) is

Uy = f(dp,n —m, K —m) (32)

where d,, is given in (30), andf(-,-,-) is defined in (31).
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