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Abstract

Visual grounding (VG) aims to align the correct regions
of an image with a natural language query about that im-
age. We found that existing VG methods are trapped by
the single-stage grounding process that performs a sole
evaluate-and-rank for meticulously prepared regions. Their
performance depends on the density and quality of the can-
didate regions, and is capped by the inability to optimize
the located regions continuously. To address these issues,
we propose to remodel VG into a progressively optimized
visual semantic alignment process. Our proposed multi-
modal dynamic graph transformer (M-DGT) achieves this
by building upon the dynamic graph structure with regions
as nodes and their semantic relations as edges. Starting
from a few randomly initialized regions, M-DGT is able to
make sustainable adjustments (i.e., 2D spatial transforma-
tion and deletion) to the nodes and edges of the graph based
on multi-modal information and the graph feature, thereby
efficiently shrinking the graph to approach the ground truth
regions. Experiments show that with an average of 48
boxes as initialization, the performance of M-DGT on the
Flickr30k Entities and RefCOCO datasets outperforms ex-
isting state-of-the-art methods by a substantial margin, in
terms of both accuracy and Intersect over Union (IOU)
scores. Furthermore, introducing M-DGT to optimize the
predicted regions of existing methods can further signifi-
cantly improve their performance. The source codes are
available at https://github.com/iQua/M-DGT.

1. Introduction
Visual grounding (VG) is a crucial task in the interdis-

ciplinary subject of computer vision and natural language
processing. With a focus on aligning semantically consis-
tent phrase-region pairs from the given image and sentence,
the general visual grounding problem can be extended to
phrase localization [5, 9, 36] and referring expression com-
prehension [17, 28]. Then, tasks including translation [24],
cross-modal retrieval [14], image caption [5, 39], and visual

query answering [1, 38] can benefit from aligned phrase-
region pairs.

Although there have been significant breakthroughs in
recent years, we noticed that the main bodies of proposed
state-of-the-art VG methods [3, 6, 7, 16, 18, 20, 27, 28,
42, 46] follow the one-step evaluate-and-rank matching ar-
chitecture. Methods with this architecture evaluate regions
in the image to select the correct ones, a single-execute
process without continuous optimization. Existing works
[16, 19, 20, 27, 42] relying on the region proposal build
models based on candidate regions and make once predic-
tions from these regions. In some works [6, 18, 43] with
neural attention mechanism, the attention scores are as-
signed to rough regions that are refined once to generate the
grounding boxes. The inherent issues in this architecture are
that solving a complex nonlinear matching problem with a
one-step manner leads to poor region-phrase matching re-
sults caused by local optimum, and as a result the matched
regions for phrases cannot be further adjusted. For exam-
ple, if there is a significant deviation between the predicted
regions and ground truth regions, existing works cannot ad-
just the regions to approach the target. This is proven by our
experiments, in that the accuracy of these works decreases
substantially with the increase of the Intersect over Union
(IOU) threshold.

Some more recent works [9, 33, 41] tried to alleviate
problems in such matching architecture by introducing the
idea of progressive learning. Dogan et al. [9] achieved this
by performing phrase grounding sequentially while Sun et
al. [33] proposed the idea of iterative shrinking the detec-
tion area through reinforcement learning to locate the target.
However, they are still trapped in the one-step matching ar-
chitecture because the failure of any matching step in the
learning process will ultimately produce poor results.

In this work, we break the limits in such design by
proposing a search-based visual grounding mechanism.
More specifically, we remodel VG into a progressively op-
timized visual semantic alignment process. By doing this,
the simple initialization regions can be continuously opti-
mized to approach the target regions. To achieve this goal,



the main challenge is to pass the information in each re-
gion from local to global with the minimum cost required.
Motivated by works [16, 20, 40], the highly structured in-
formation in the spatial regions and multi-modal input can
be modeled by graph theory.

With these insights, we propose a multi-modal dynamic
graph transformer (M-DGT), a framework that regards re-
gions as nodes and semantic relations as edges, making the
process of progressively approaching the ground truth re-
gions equivalent to the transformation of a graph. M-DGT
first constructs a graph from a few simple initialization re-
gions and then continuously transforms the nodes and edges
according to the multi-modal information and the graph
feature, thereby shrinking the graph to the target layout.
The image regions corresponding to the nodes of the tar-
get graph are most aligned with the semantics in the query.
M-DGT with a graph-based progressive search method can
continuously correct the deviation of the previous transfor-
mation in the subsequent learning to alleviate the impact of
a failed transformation on the final result, which improves
robustness. In addition, M-DGT naturally exploits the spa-
tial relations between regions and the cross-modal semantic
relations by modeling them in a multi-modal graph struc-
ture.

The original contributions of this paper are as follows.
First, we rethink the VG as a progressively optimized vi-
sual semantic alignment process, making the VG can be di-
vided into sub-problems that can be easily solved progres-
sively. Second, we propose a novel multi-modal dynamic
graph transformer (M-DGT) to model the process of search-
ing for a matching region-text as a graph structure trans-
formation. Third, M-DGT is fast, accurate, and with high
generality. Starting with just a few simple initialization re-
gions, our framework can gradually obtain tighter matching
regions for phrases without missing targets, enabling it to
work on arbitrary datasets. Finally, in two tasks, including
phrase localization on the Flickr30k Entities and referring
expression comprehension on three RefCOCO datasets, M-
DGT not only achieves state-of-the-art accuracies but also
produces bounding boxes with high Intersect over Union
(IOU) scores.

2. Related Work
The broader definition of Visual Grounding (VG) in-

cludes the phrase localization [3, 9, 16, 19, 20, 27, 28,
29, 36, 42, 46] and the referring expression comprehension
[6, 16, 21, 24, 37, 43, 45]. The phrase localization aims to
extract semantic aligned phrase-region pairs from the given
image and sentence. Referring expression comprehension
requires a model to respond to a query by specifying a cor-
responding region in an image.

The recent works of VG follow the remarkably simi-
lar one-step evaluate-and-rank matching architecture. Es-

pecially shown by works [16, 27, 29, 36, 46], the model
was trained to evaluate the prepared regions and select the
correct one for the query. The candidate regions are gener-
ated by using object proposal methods or pre-trained ob-
ject detection methods, such as RCNN [31] and bottom-
up attention [1]. Then, most works utilized the rank func-
tion [22, 25, 36], such as maximum-margin ranking loss, to
find the matched region-query from these candidate ones.
[42] proposed a one-stage approach by fusing a text query’s
embedding into the YOLOv3 [30]. However, such meth-
ods still made a single prediction based on high-density
initialization boxes. Other attention methods, including
[24, 26, 43], extract attention from various kinds of multi-
modal data to highlight the target regions and then make one
refinement to get the bounding box.

More recent works tend to model the VG based on the
idea of progressive learning. The works [4, 6, 9, 11, 18, 33,
41] designed the model to gradually adjust the predicted re-
gions or the attention scores to adjust the bounding box to
locate the matched region-text pair. [9] reformulated phrase
grounding as a sequence labeling task while [4] was pro-
posed to utilize semantic relationships to iteratively reason
and build up estimates. The ones that most related to our top
idea are works [11] and [33]. They utilized the progressive
bounding boxes refinement architecture to adjust the boxes
closer to the ground truth. Specifically, in the work [33], the
authors formalize VG as a sequence of image-level shrink-
ing processes, thus adjusting image patches in each iteration
to gradually approach the target. Then, our work is also mo-
tivated by the work [7]. They presented that a simple stack
of transformer encoder layers behaves as an effective way
to learn multi-modal correspondence.

In recent years, the widely used graph structure [38, 48]
is also introduced to the visual grounding domain in many
state-of-the-art methods [16, 20, 37]. As the graph is a nat-
ural way to organize the structured relations in the multi-
modal information, these works built the visual static graph
and language static graph. Then, the advanced tools, includ-
ing the graph attention mechanism [37], the graph match-
ing technique [16, 20], are proposed to learn the corre-
spondences matching of the entities in the graph represen-
tations.

3. Problem Setting and Overview
The target of visual grounding with the text query t and

raw image M ∈ RH×W as inputs is to locate correct image
regions L ⊂M that has the same semantic with P phrases
in the query. We aim to learn a visual grounding model that
can gradually adjust an initial set of bounding boxes to pro-
duce the tightest visual regions for the text query. These
bounding boxes B = (b1, b2, ..., bZ) ∈ RZ×4 are roughly
generated to cover the whole image without overlap. Thus,
large deviations between ground-truth regions and these ini-
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Figure 1. The pipeline overview of our proposed M-DGT for visual grounding. M-DGT can gradually transform the initialization boxes
to approach the target regions through the multi-modal dynamic graph structure. This is achieved by the node transformer, and the graph
transformer, which are are smoothly combined for end-to-end training.

tial candidates B make it impossible to predict the matched
region-phrase pairs using a sole evaluate-and-rank process.
Therefore, we reformulate visual grounding as an iterative
search process with index o. Our iterative model is designed
to adjust coordinates of B to obtain the correct regions pro-
gressively. We refer this to progressively optimized visual-
semantic alignment learning. There are three problems in
such an iterative learning process. Firstly, the 2D trans-
formation learning process should be modeled to rely on
the multi-modal contextual semantic and relative spatial in-
formation. Secondly, B adjusted by predicted 2D transfor-
mation coefficients should approach corresponding ground-
truth regions in each iteration. Thirdly, high efficiency is
required.

In this work, we address these problems in the context
of multi-modal graph structure G by explicitly modeling
bounding boxes as nodes ν and multi-modal semantic re-
lations as edges E. We instantiate the effective multi-modal
region-semantic reasoning for 2D transformation learning
in the graph G by developing the node transformer.
Our further module, the graph transformer sup-
ported by the attention mechanism, is to alleviate the
grounding ambiguity in the iterative process by pruning
nodes and edges of the graph. In addition, the efficiency of
our framework also benefits from such an ever-decreasing
graph scale. The graph structure, including the layout and
information of nodes/edges, changes over iteration o, mak-
ing our framework’s foundation be the multi-modal dy-
namic graphs.

4. Model Architecture

We now elaborate on components design in our multi-
modal dynamic graph transformer (M-DGT). As shown by
an overview of the entire model pipeline in Fig. 1, M-DGT
models the progressively optimized visual-semantic align-
ment process by the dynamic graph structure. Specifically,

M-DGT adjusts nodes by the node transformer and refines
the graph layout by the graph transformer to obtain the tight
bounding boxes for the text query progressively and effi-
ciently. To effectively train the M-DGT, we also propose an
iteration-aware training method.

4.1. Multi-modal Graph Construction

Given one image and the text query, the first stage of
M-DGT is the multi-modal graph construction module that
generates the graph based on bounding boxes and seman-
tic relations. Basically, each node νi in the graph corre-
sponds to one bounding box in the image. Thus, the po-
sition of the node in the graph is determined by the center
ci = (yci , xci) of its bounding box boi . The visual feature
Fboi ∈ R

db of the node is obtained by applying the roiAlign
[12] for the single-scale box boi on the backbone visual fea-
ture map F I ∈ RH′×W ′×C . Besides, we insert the text to
each node to facilitate the region-semantic reasoning. The
text feature is denoted as F t ∈ RP×dt , where each p phrase
feature is obtained by averaging the final-layer token-level
vectors yielded by BERT [8]. Besides, with linear projec-
tion, the visual and text features are mapped to the common
space with dimension d. Finally, each node with id i in the
graph G contains spatial and multi-modal information, i.e.,(
boi ,F

t,Fboi
)
.

When o = 0, the initial set of boxes with a single scale
128 × 128, the stride 128, and constant aspect ratios (1, 1)
are generated to cover the image. As for edges, each box is
connected to its most nearby neighbors. We present the de-
tails in section 3 of the appendix. When o > 0, as shown in
Fig. 1, these existing nodes and edges are only transformed
and pruned to contribute to the visual grounding.

4.2. Node Transformer

Operated upon the built multi-modal graph with node
feature

(
boi ,F

t,Fbo
i

)
, the node transformer aims to trans-
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Figure 2. Detailed architecture of the node-aware cross-modal en-
coder. The positional encoding layer, norm sublayer and FFN sub-
layer are not shown here for brevity. The graph layout of node 47
and its neighbors N47 is presented as an example in the right bot-
tom.

form the spatial positions and coordinates of bounding
boxes to approach ground-truth regions. To achieve this,
we introduce the node-aware cross-modal encoder to fuse
the multi-modal information and generate the node atten-
tions based on inter-semantic relations. Further, the spatial-
aware decoder builds the node and edge feature to achieve
node transformation regression. For brevity, we omit the it-
eration index o in the following discussion without losing
generality.
Node-aware cross-modal encoder. As shown by the col-
ored area in Fig. 2, for node νi with the visual feature Fbi ,
we compute the corresponding value vector and query vec-
tor as F v

bi
= FbiW

I
v and F q

bi
= FbiW

I
q . For the text query

feature Ft ∈ RP×d, the value, key, and query vectors are
F v
t ∈ RP×d, F q

t ∈ RP×d, and F k
t ∈ RP×d, respectively.

Then, as shown in Fig. 2, we compute the text-to-visual fea-

ture as hT→Ii = softmax(ui)F
X
t where ui =

F q
bi
F k′

t√
d

is
the matching score of the node i and P phrases and F k′

t is
the transpose of F k

t . One example of the matching score is
shown by red boxes in Fig. 1. Then, we can directly utilize
the residual connection to obtain the multi-modal feature as
Fi = norm(hT→Ii + F v

bi
).

Then, inspired by the graph attention network [35], we
compute the attention scores between the node i and its
connected neighbor nodes Ni as their responses to the text
query. Firstly, we compute the response scores of node i
and its neighbors Ni to P phrases as follows:

ai = softmax(ci), ci =
FX
t FX′

BNi,i√
d

(1)

where FX
t and FX

BNi,i
are computed as shown in Fig. 2. The

shape of ci is P×(Ni+1). Each row p of ai ∈ RP×(Ni+1)

presents response scores of nodes i and its neighbors Ni to
the phrase p.

Then, we obtain the multi-modal semantic matching
score âij for the node i and its neighbor node j as follows:

âij =
exp

(∑P
s=1 uisexp

[ci]sj

)
∑
k∈(Ni,i)

exp
(∑P

s=1 uisexp
[ci]sk

) (2)

where we have j ∈ (Ni, i). âi ∈ R(Ni+1).
The quantity âij , works as the attention score between

the node i and node j. The solid line box in the lower
right corner of Fig. 2 presents a direct example. As nodes
i and j corresponds to bounding box bi and bj , âij essen-
tially measure the overall multi-modal semantic similarity
of these two bounding boxes on P phrases.
Spatial-aware decoder. Once obtaining all attention fac-
tors âi and cross-modal fusion feature Fi for each node i,
the spatial-aware decoder conducts the 2D transformation
regression based on the hidden representation h′i by per-
forming the propagation model in the general GNN method
[35].

In our M-DGT, the spatial information of the bounding
box in each node is critical to make semantic reasoning
and learn the bounding box transformation to approach the
ground-truth region. As each node is connected with other
nodes in the graph structure, the relative spatial information
between nodes can facilitate the learning process. One di-
rect intuition is that the node containing the ground-truth
bounding box can pull other nodes to its correct region.
Therefore, we propose spatial-aware representation h′i by
introducing the spatial information of each node and mod-
eling the relative spatial information as the edge feature.

For spatial feature of the node, we utilize the spa-
tial coordinates used in the paper [42]. Specifically,
for the grid with size H ′ and W ′ of the visual fea-
ture map, we first compute the correspond position
(mi, ni),mi ∈ [0, H ′], ni ∈ [0,W ′] of the node’s cen-
ter ci in the grid and then obtain the spatial information
gi =

(
ni

W ′ ,
mi

H′ ,
ni+0.5
W ′ , mi+0.5

H′ , ni+1
W ′ ,

mi+1
H′ ,

1
W ′ ,

1
H′

)
. We

then map this vector to the feature space by using the linear
projection hgi = giWg , where Wg is the trainable param-
eters.

For the edge feature between node i and its neighbor
j ∈ Ni, we compute their spatial relationship as gij =(
|ximin−xj min|

4wi
,
|yimin−yj min|

4hi
, 4wi

4wj
, 4hi

4hj

)
with 4wi =

ximax − ximin and 4hi = yimax − yimin. Then, gij
is mapped to a high-dimensional representation shown as
eij = gijWe. Thus, eij is the edge feature between the
node i and j.

Finally, the node feature is obtained by fusing the spa-
tial information and multi-modal feature as hi = Fi ‖ hgi .



Then, our proposed spatial-aware representation h′i is com-
puted as:

h′i = σ

 ∑
j∈(Ni,i)

âijW [Wfhi ‖Weeij ]

 (3)

where ‖ is the concatenate operation and σ(·) is the a non-
linear function.

Motivated by the work [15], the node 2D transformation
in our M-DGT is defined as the affine transformations with
both translation and scaling in 2D space represented by ma-
trix multiplication in homogeneous coordinates. Also, the
affine transformation can be formulated in the parameter-
ized form. The details are discussed in the appendix. We
have 2D transformation coefficients [s1, s2, r1, r2] where
s1, s2 are scaling coefficients and r1, r2 are translation co-
efficients. For the coordinate x, y, the new coordinate is
x′ = s1x+ r1, y

′ = s2y + r2.
Therefore, with spatial-aware representation as the input,

the learning target of our decoder in the node i is modeled
as a transformation regression function.

r1i , r2i , s1i , s2i = tanh (WDh
′
i) (4)

where WD is the trainable parameters of the fully-
connected network and the final transformation coeffi-
cients are converted to s′1i , s

′
2i ∈ [0.5, 1.5] and r′1i , r

′
2i ∈

[−0.2, 0.2], thereby ensuring the stability of the 2D trans-
formation.

4.3. Graph Transformer
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Figure 3. The operation of the graph transformer on the local lay-
out of the node i. The graph transformer layer softly selects the
target layout from a set of candidate local graph layouts Ai by
performing the layout attention mechanism on the adjacency ma-
trices and nodes.

Different from the transformers [34] used in computer
vision and natural language processing, the action of our
proposed graph transformer is to prune the nodes and edges,
thus transforming the graph structure.

Adjusting the graph structure by removing nodes and
edges to facilitate the learning process is an NP-hard prob-
lem. Therefore, instead of processing the whole graph di-
rectly, we proposed local-graph layout attention mecha-
nism for the graph transformer to prune the local layout

with only a few nodes and edges and then integrate multiple
adjusted local layouts by using the sub-graphs aggregation
method to obtain the final transformed graph. As shown in
Fig. 3, such local layout used in our method is constructed
by each node i and its connected neighbors. Thus, for the
graph with |ν| nodes, there can be |ν| local layouts.

Motivated by the work [47] that builds a new meta-path
graph by selecting edge types from the set of candidates. In
each node i with the corresponding local layout, we con-
struct the set Ai containing all possible neighbor nodes and
edges combinations. Then, the r-th element of Ai presents
one possible local layout Air that is referred to as one pos-
sible transformation of the original local layout.

As shown in Fig. 3, we first obtain the feature of each
Air using the function fv(Air) = concat

(
hir, eir

)
that is

computed as follows:

hir =
1

Nir + 1

∑
k∈{Nir,i}

hk, eir =
1

|ENir,i|
∑

ij∈ENir,i

eij

(5)
where Nir is the nodes in the r-th local layout of the node i
while ENir

is the corresponding edges. And we have hir ∈
R2d and eij ∈ Rds .

Then, the score tensor Wφi
∈ R1×1×|Ai| is computed

by fv(Ai)WA where WA is a trainable weight.
Our graph transformer achieves the softly selection from

local layouts Ai by 1 × 1 convolution with non-negative
weights from softmax(Wφi

). The formaulation for final
local layout Qi is:

Qi = φ (Ai, softmax (Wφi)) (6)

where φ is the convolution layer. This can be regarded as
the channel attention pooling.

Our sub-graphs aggregation method mainly utilizes the
idea of the hard voting ensemble to determine the target
transformed graph Go+1. Firstly, we select the Qir with
the highest attention score to be regarded as the vote of the
node i on the target transformed local layout. Then, the pre-
liminary transformed graph is the integration of all Qir for
νi ∈ ν in the graph Go. Finally, the node and edge will
be pruned from this preliminary transformed graph once
over half of its neighbors remove the node/edge in its vote.
Therefore, this graph pruning method directly induces the
deletion of the abundant and useless bounding boxes and
semantic relations to promote efficient and effective learn-
ing.

4.4. Training Objective

Our iteration-based M-DGT aims to learn 2D transfor-
mation coefficients for each node in each iteration, thus
transforming the bounding boxes to approach the ground-
truth regions progressively. To this end, we propose an
iteration-related training (IRT) method that continuously



optimizes the parameters based on the transformation loss
function in each iteration.

For each query phrase p, we compute the Huber loss
of predicted transformation coefficients and ground truth
coefficients (r̃p1 , r̃

p
2 , s̃

p
1, s̃

p
2). Then, for the node i, its loss

function lhip for p-th query phrase is defined as lhip =

Huber(
(
rp1i , r

p
2i
, sp1i , s

p
2i

)
,
(
r̃p1i , r̃

p
2i
, s̃p1i , s̃

p
2i

)
). Then, the

GIOU score [32] between the 2D transformed bounding box
bi of node i, and the ground-truth region Lp of phrase p
is denoted as giouip. The matching score uip of the node
i and p phrase is desired to close to the giouip. Based
on this, the transformation loss function of node i is li =∑p=1
P uipl

h
ip+ lsmooth−l1 (ui, gioui), where lsmooth−l1 is

the general smooth L1 loss.
The main structure of our IRT is motivated by the re-

play buffer mechanism in reinforcement learning [13]. The
core idea is to train the whole M-DGT in each iteration
step rather than calculating the gradient once at the end.
However, we do not decouple the update in each iteration
from the whole sequential learning process but assign an
iteration-related attenuation factor α = 1

1+e−o to the trans-
formation loss function loi in o-th iteration. Finally, the over-
all loss for our model in each iteration o is defined as αloi

5. Evaluation
We evaluate our M-DGT method on four publicly avail-

able datasets, including Flickr30k Entities [29], and Ref-
COCO [44], RefCOCO+ [44], and RefCOCOg [23]. The
M-DGT with 48 roughly initialized boxes and 7 number
of iterations is compared with state-of-the-art methods in
terms of the accuracy under the IOU threshold of 0.5 (i.e.,
Acc@0.5). Then, in ablation experiments, the performance
of M-DGT is discussed in terms of the different number of
iterations (i.e., 3, 5, 7, 9), different combinations of compo-
nents in M-DGT, and different box initialization methods.
Finally, the M-DGT is utilized as the plugin to optimize pre-
dicted bounding boxes of existing outstanding works. Lim-
ited by space, we describe implementation details in sub-
section 6.3 of the appendix.

5.1. Global Performance

Gloabl accuracy. As shown in Table 1, Table 3, and
Fig. 4, the performance of our M-DGT is significantly bet-
ter than other methods and achieves state-of-the-art accu-
racy in listed benchmark datasets. Specifically, in the phrase
grounding task of the Flickr30K Entities dataset, M-DGT
achieves 79.97% top-1 accuracy. Meanwhile, in the Re-
fCOCO dataset with highly semantic reasoning require-
ments, M-DGT obtains the highest accuracies 85.374%,
70.018%, 79.213% on three datasets, respectively. Besides,
M-DGT can produce tighter predicted regions for the text
query, which is reflected in maintaining high accuracy under
high IOU thresholds, as shown by our detailed performance

Table 1. Comparisons with state-of-the-art methods on the test
set of Flickr30k Entities [29] in terms of top-1 phrase grounding
accuracy (%) with IOU threshold 0.5.

Method
Visual

Backbone
Region

Proposals
Language

Embedding Acc@0.5 Time (ms)

CCA [29] VGG19 Edgebox N=200 Word2vec, FV 50.89 -
Two-branch [36] VGG19 Edgebox N=200 Word2vec, FV 51.05 305
SPC+PPC [28] ResNet101 Edgebox N=200 Word2vec, FV 55.85 -
QRC Net [3] VGG19 Faster R-CNN [31] N=100 LSTM 65.14 -

SeqGROUND [9] ResNet50 Faster R-CNN N=200 LSTM 61.06 -
CITE [27] VGG16 Faster R-CNN N=200 Word2vec, FV 61.89 184
DDPN [46] ResNet101 Faster R-CNN N=100 LSTM 73.3 196

SL-CCRF [19] ResNet50 Bottom-Up Attention [1] N=100 LSTM 74.69 -
VS-graph [16] VGG16 Faster R-CNN N=100 LSTM 76.87 -
LCMCG [20] ResNet101 Faster R-CNN N=100 Bert 76.74 -
FAOS-FV [42] Darknet53 None Word2vec, FV 68.38 16
FAOS-Bert [42] Darknet53 None Bert 68.69 38

VGTR [10] ResNet101 None LSTM 75.25 50
M-DGT FV ResNet50 None Word2vec, FV 78.21 67

M-DGT LSTM ResNet50 None LSTM 77.67 74
M-DGT Bert ResNet18 None Bert 77.02 66
M-DGT Bert ResNet50 None Bert 79.32 91
M-DGT Bert ResNet101 None Bert 79.97 (↑ 4.72%) 108

Table 2. The corresponding accuracy (%) of categories in the test
set of Flickr30k Entities data.

Methods person clothing body-parts animals vehicles instruments scene other
CCA [29] 64.73 46.88 17.21 65.83 68.75 37.65 51.39 31.77

SPC+PPC [28] 71.69 50.95 25.24 76.25 66.5 35.8 51.51 35.98
QRC Net [3] 76.32 59.58 25.24 80.5 78.25 50.62 67.12 43.6

SeqGROUND [9] 76.02 56.94 26.18 75.56 66 39.36 68.69 40.6
CITE [27] . 73.20 52.34 . 30.59 76.25 75.75 . 48.15 55.64 42.83

SL-CCRF [19] 84.41 78.51 46.74 . 88.89 81.41 64.97 75.95 57.57
LCMCG [20] 86.82 79.92 53.54 90.73 84.75 63.58 77.12 58.65
VS-graph [16] 86.57 79.92 52.77 91.89 85.25 58.64 78.78 59.04

M-DGT FV 87.79 79.12 55.21 89.02 88.20 65.97 79.03 59.70
M-DGT LSTM 89.10 78.06 55.17 88.90 88.28 65.50 78.77 58.12

M-DGT 89.41 80.12 56.91 90.74 88.74 66.32 79.8 61.22

Table 3. Comparisons with state-of-the-art methods on RefCOCO
[44], RefCOCO+ [44] and RefCOCOg [23] in terms of top-1 ac-
curacy with IOU threshold 0.5. The best reported results of these
leading methods are presented.

Methods ReferCOCO ReferCOCO+ ReferCOCOg
Val TestA TestB Val TestA TestB Val Test

CGR [21] - 74.04 73.43 - 60.26 55.03 55.03 55.03
SLR [45] 77.48 76.58 78.94 60.5 61.39 58.11 69.93 69.03

VGTR [10] 79.20 82.32 73.78 63.91 70.09 56.51 62.28 67.23
MAttNet [43] 76.65 81.14 69.99 65.33 71.62 56.02 66.58 67.27

ParallelAttn [24] 81.67 80.81 81.32 64.18 66.31 61.46 - -
AccumulateAttn [6] 81.27 81.17 80.01 65.56 68.76 60.63 - -

LGRANs [37] 82 81.20 84.00 66.6 67.6 65.5 75.4 74.7
VS-graph [16] 82.68 82.06 84.24 67.70 69.34 65.74 75.73 75.31
TransVG [7] 81.02 82.72 78.35 64.82 70.70 56.94 67.02 67.73
ResNet50:

M-DGT FV 83.14 82.4 84.26 68.47 69.31 66.76 76.91 76.3
M-DGT LSTM 82.95 81.84 84.13 67.01 69.16 66.03 75.93 75.54
M-DGT Bert 84.05 83.6 85.86 68.91 70.76 67.33 77.91 77.16
ResNet101:

M-DGT LSTM 83.98 83.01 85.24 68.31 70.06 67.14 76.83 76.34
M-DGT Bert 85.37 84.82 87.11 70.02 72.26 68.92 79.21 79.06

comparison under the IOU threshold range from 0.35 to 0.9
in subsection 7.2 of the appendix.

In the fair comparison with the two-stage method that
relies on region proposals, the accuracy of M-DGT out-
performs the best method LCMCG [20] by 3.23% on
Flickr30K Entities dataset and is 2.69%, 2.32%, and 3.48%
higher than the VS-graph [16] on three RefCOCO datasets,
respectively. Besides, our M-DGT is 4.72% higher than
the best one-stage method VGTR [10]. This shows that M-



Flickr30k Entities ReferCOCO ReferCOCO+ ReferCOCOg

Figure 4. Success cases of our M-DGT on challenging instances from three datasets. The ground truth regions are drawn by black boxes.
For instances from the Flickr30k Entities, from left to right, the queries are A baseball player wearing white with blue sleeves and a gold
helmet is swinging to hit a ball, Group of tourist posing for a photo , People outside an ice cream shop that has summer decorations for
sale, Three girls are running on a field in front of a fence. For the instances to the right of the solid line, the corresponding queries are tv
in front of middle boy and kid in gray t shirt for the ReferCOCO, the man in the background and guy at net for the ReferCOCO+, and a
woman with brown hair and a burgundy shirt standing with a wii - mote in her hand infront of a fireplace and scissors positioned second
from left for the ReferCOCOg.

DGT with progressive search can continuously optimize the
bounding boxes, thereby preventing the grounding process
from being hindered by the failure of the previous stage,
such as bad candidate regions or inappropriate attention as-
signment. Besides, as shown by Fig. 5, M-DGT can suf-
ficiently model the spatial and semantic relations by the
multi-modal graph transformer structure, boosting the de-
tection and meticulous adjustments of the bounding boxes.
This is further verified by the highest accuracy in many cat-
egories of the Flickr30K Entities dataset, especially the per-
son and body-parts shown in Table 2.

Efficiency and generality. Compared with other meth-
ods that rely on hundreds of well-prepared regions provided
by an external trained model, our framework can be trained
directly based on 48 roughly initialized boxes to achieve
the best performance. Further, as shown in Table 1, our M-
DGT costs only 108ms for the inference, which presents a
competitive efficiency compared to those methods that also
do not rely on region proposals. In addition, as we can see
in Fig. 5, the M-DGT continuously remove the abundant or
useless edges and nodes to reduce the required computation.
Then, since the only box initialization method utilized by
our M-DGT is to generate single-scale boxes that can cover
the image, our model can be easily adapted to any dataset.
This contributes to the high generality of the M-DGT.

5.2. Ablation Experiments

Shown in Table 4, we first study the performance of
M-DGT working directly on the region proposals provided
by Faster R-CNN [31] (FR) and Bottom-Up Attention [1]
(BA). Compared with M-DGT that builds the graph from

boxes simply initialized to cover the image, both methods
M-DGT FR and M-DGT BA present relatively lower accu-
racy and higher inference time. The main reason is that the
further grounding process can be hindered by the bad re-
gion candidates that do not cover the target regions. This
shows the necessity of our idea that gradually search the
target region from simple initialized boxes in a progressive
manner. We then conduct experiments on components ab-
lation. The general transformer in work [2] is utilized as a
replacement for our proposed node transformer (NT). With-
out the iteration-related training (IRT), the M-DGT is only
optimized once in the final iteration. The results empiri-
cally demonstrate the effectiveness of the node transformer
on performance improvement. The graph transformer con-
tributes to accuracy and efficiency as it reduces the graph
scale and eliminates semantic ambiguity. Specifically, train-
ing our M-DGT with IRT is important for maintaining high-
level performance. However, the efficiency contribution of
IRT is unclear. Finally, more iterations significantly boost
the grounding accuracy, but there is no improvement or even
a decrease in the performance after the 7-th iteration.

5.3. Plugin Experiments

We further utilize M-DGT as the plugin at the end of ex-
isting state-of-the-art methods. More specifically, the boxes
B are initialized with the bounding boxes predicted by these
methods. The results in Table 5 present that our M-DGT can
adjust outputs of these methods to improve the accuracy.
The accuracy of the listed methods is increased by 1.12,
1.284, and 0.964 on Flickr30k Entities, RefCOCO, and Re-
fCOCO+ datasets, respectively. This proves that our M-



O = 1 O = 2 O = 4 O = 5 O = 7
A woman and a child are walking on a leaf-lined sidewalk, heading towards two people riding horses

O = 1 O = 3 O = 5 O = 6 O = 8
man on left

O = 1 O = 2 O = 4 O = 6 O = 7
sleeping cat

O = 1 O = 3 O = 5 O = 6 O = 8
clay pot that cat is sitting in

Figure 5. The graph transformation in each iteration of the M-
DGT on instances from three datasets. M-DGT achieves the effi-
cient search-based progressive visual grounding by implementing
the graph transformation. Thus, the dynamic graphs, shown in
the second row of each subfigure, are equivalent to the bounding
boxes’ continuous adjustment process. The first, second, third, and
fourth are the instances from the Flickr30k Entities, RefCOCO,
RefCOCO+, and RefCOCOg, respectively.

DGT has the sustainable adjustment ability, thereby adjust-
ing the inaccurate bounding boxes to reach the ground-truth
regions. However, the improved accuracy of these meth-
ods is still lower than our full M-DGT. These limited im-
provements demonstrate that one shortcoming of M-DGT
is unable to obtain the correct region for the query once the
initial set of boxes does not cover the ground-truth region.

6. Conclusion

We have proposed the search-based mechanism to re-
model the visual grounding into a progressively optimized
visual semantic alignment process. Taking visual regions

Table 4. Ablation studies of M-DGT in Flickr30k Entities dataset.
The M-DGT using different combinations of components, includ-
ing node transformer (NT), graph transformer (GT), and iteration-
related training (IRT). The performance of M-DGT with different
iteration numbers.

Boxes initialization using region proposals
Methods Region Proposals Acc@0.5 Time (ms)

M-DGT FR Faster R-CNN 74.901 268
M-DGT BA Bottom-Up Attention 76.162 256

Ablation of components
NT GT IRT Acc@0.5 Time (ms)
X 71.47 177

X 72.21 71
X 69.32 84

X X 77.9 101
X X 76.526 175

X X 76.803 57
M-DGT under different #iterations

M-DGT (3) 69.815 61
M-DGT (5) 75.552 75
M-DGT (7) 79.317 91
M-DGT (9) 79.315 129

Table 5. The accuracy under the IOU threshold 0.5 of using M-
DGT as the plugin to further adjust the predicted bounding boxes
of leading methods.

Datasets SL-CCRF [19] LCMCG [20] VS-graph [16]
Flickr30k Val ↑1.13 ↑1.26 ↑0.98
Datasets AccumulateAttn [6] LGRANs [37] VS-graph [16]

RefCOCO
Val ↑1.31 ↑1.48 ↑0.96

TestA ↑1.03 ↑1.21 ↑0.93
TestB ↑1.32 ↑1.06 ↑1.2

RefCOCO+
Val ↑0.96 ↑0.83 ↑1.05

TestA ↑ 0.89 ↑ 0.77 ↑ 1.06
TestB ↑ 1.04 ↑ 0.98 ↑ 1.1

and query semantics as nodes and spatial relationships as
edges, our proposed multi-modal dynamic graph trans-
former (M-DGT) can model this process as graph trans-
formation. M-DGT can continuously adjust the nodes and
edges to shrink the dynamic graph to the target layout,
making the corresponding boxes progressively approach the
ground truth regions. With an average of 48 simple ini-
tialization boxes, the performance of M-DGT, in terms of
the accuracy and the IOU scores, on Flickr30k Entities and
three RefCOCO datasets significantly outperforms the al-
ternative state-of-the-art methods. Besides, our analyses re-
veal that M-DGT can greatly optimize the predicted bound-
ing boxes of existing methods. In future work, we plan to
model relations between graphs generated in the learning
process.
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