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Abstract— Extending system lifetime by effectively man- ~ To explore this possibility, the principle concept in the
aging power on participating nodes is critical in wireless @ proposed approaches is to establistiraual backboneof
hoc networks. Recent work has shown that, by appropri- the ad hoc network with a small subset of participating
ately powering off nodes, energy may be significantly saved g qes. Such a virtual backbone is usually a connected
up to a factor of two, especially when node density is high. dominating set [6] of the network, and nodes participat-

Such approaches rely on the selection of @rtual backbone .~ . . .
(i.e., a connected dominating set) of the topology to forwar ing in the backbone act as representatives when it comes

ongoing traffic, coupled with algorithms to manually and {0 forwarding ongoing traffic. All nodes away from the -
periodically recompute such a backbone for load balancing Packbone may enter standby mode to conserve energy, if
purposes. The common drawback of such schemes is thethey do not participate as sources or destinations of active
need to involve periodic message exchanges and to makeonnections. The effectiveness of this concept builds on
additional restrictive assumptions. This paper presents the observation that nodes consume significant power not
Odds!, an integrated set of energy-efficient and fully dis- only when they are sending or receiving packets, but
tributed algorithms for power management in wireless ad 5154 \when they are idle or overhearing ongoing traffic.
hoc networks. Odds build on the observation that explicit It has been identified that energy dissipation of an idle

and periodic re-computation of the backbone topology is d h half of vel i
costly with respect to its additional bandwidth overhead, node may reach over half of an actively transmitting

especially when nodes are densely populated or highly node with maximum range _Of power. Further, Whe.n the
mobile. Building on a fully probabilistic approach, Odds node density (redundancy) is high in the network, it has
seek to make a minimum overhead, perfectly balanced, and been observed that each backbone node has the capacity

fully localized decision on each node with respect to when of forwarding ongoing traffic as a representative of the
and how long it needs to enter standby mode to conserve|ocal neighborhood within its range. Connectivity is still
energy. Such a decision does not rely on periodic messaggnaintained due to the natural routing redundancy when
broadcasts in the local neighborhood, so that Odds are fhe node density is sufficiently high. These observations
scalable as node density increases. Detailed mathematica . . : . . .

provide sufficient incentives to design algorithms to turn

analysis, discussions and simulation results have shown # all | I d iall dund des i d
that Odds are indeed able to achieve our objectives while off all locally and spatially redundant nodes in order to

operating in a wide range of density and traffic loads. conserve energy. _ _
Existing work [2], [3] following this concept uses

periodic message broadcasts in the local neighborhood
I. INTRODUCTION to drive election algorithms to make local decisions on

Wireless ad hoc networks consist of untethered nodé& node should participate in the virtual backbone. In
that communicate with each other over multiple wirele$3AF (Geographical Adaptive Fidelity) [2], geographic
hops, with participating nodes collaboratively foma@inmforr_natlon of each node is assumed to be avgllable via
ongoing traffic. Since the participating nodes are untet@Cation sources such as GPS, and geographic states of
ered and usually mobile, energy conservation is criticaf!9hPoring nodes are periodically exchanged to con-
to extending the lifetime of a functioning network. It haSt'uct the backbone. In Span [3], periodic HELLO mes-
been recognized in recent work [1], [2], [3], [4], [5] that,sages are locally broadcast, and are used to drive local

by entering standby (or deep sleep) mode when the n&]gorithms for the nodes to elect or remove themselves

is idle, significant energy may be saved (usually up to/@M the backbone.
factor of two), especially when node density is high.  1he periodic exchange of local broadcast messages
has provided the convenience of designing algorithms

'0dds — a shorter term for “probability”. based on full knowledge of the states of neighboring



nodes. The backbone constructed by such localized fall connectivity of the entire virtual backbone, as long
gorithms is able to guarantee connectivity. However, vas (1) all nodes forwarding active ongoing traffic are on
note that such periodic messages illustrates, in esserhe,backbone; and (2) the rest of the backbone covers all
a trade-off between bandwidth overhead and backbom®des in a single howith a high probability Second,
computation (which leads to energy conservation @f order to compute a backbone that is connected with a
non-backbone nodes). We believe that, any scheniégh probability, no per-node state information needs to
involving periodic and local broadcasts of messades be explicitly and periodically exchanged within the local
not scale wells node density increases. Since each nodeighborhood. Third, the topology and traffic in wireless
needs to broadcast a message during each broadcastthboc networks — especially considering node mobility
interval, as the number of nodes increases, the numberareinherently probabilisticthere exist few algorithms
of such broadcast messages will eventually increasethat are able to guarantee topological or traffic properties
the level that may saturate the residual capacity of teach as link and bandwidth availability. This proves it
network. This may lead to collisions and disruptionsatural (and without leading to inferior performances)
to ongoing data traffic. Such collisions may preverb design algorithms following a probabilistic approach.
periodic messages to be successfully exchanged, tirirsally, we assert that the design of any energy con-
hindering the functional correctness and performanservation algorithms needs to fflexible and adaptive
of backbone election algorithms. We further emphasize that trade-offs among different parameters are fully
that the benefits of this category of energy conservimgnsidered in different situations — from very light
protocols — by turning radios off for non-backbonéraffic to much heavier loads, from a sparse network to
nodes — can only be realized when the node denskigh node densities. Particularly, we need to consider the
is sufficiently high, and such benefits should escalatade-off between the setup latency of a new connection
linearly with a linear increase of node density. Howand the quality of the backbone: with a fully connected
ever, the exacerbating effects of saturating the chanbelckbone the latency is reduced, but it leads to more
capacity prevent such benefits to scale well. Becausepairticipating nodes and less energy conservation.
the correlation between scalability of the design and itsThe design of Odds seeks to realize the potential
benefits, this problem is critical and should be considerbdnefits from the above observations by an integrated
when designing such algorithms. In short, in addition ®et of randomized algorithms, building upon provable
the restrictive assumptions (such as the availability pfoperties involvingorobability. The main contributions
geographic information, and relaying nodes may not loé Odds are the following. First, since they avoid periodic
destinations), we believe that periodic exchanges of locakssage broadcasts, Odds guarantee scalability to very
states are costly with respect to bandwidth, and are fogh node densities, which guarantees the benefits of
scalable when node density increases. energy conservation in dense ad hoc networks. The
Recent work [4] proposes to wake up nodes that dieck of periodic broadcasts also helps the performance
necessary for traffic forwarding only, and let other noded Odds when the nodes are mobile. Second, Odds
go to sleeping mode. While such a scheme reduces thearantee that active ongoing traffic is forwarded with
periodic message exchange overhead, it pays a pricesimilar performance as an always-on network. Third,
terms of new session setup latency, since nodes aldddds are flexible: by adjusting the parameters, Odds
the transmission route of the new session are very likedgn present the desired performance in a wide range of
to be in the sleeping mode. network situations with respect to network sizes, node
Addressing these issues, this paper presents Odiisities, traffic loads and node mobility. Finally, Odds
an integrated set of fully distributed algorithms foare compatible with standards: they are implemented as
power management and energy conservation in ad hedensions to the IEEE 802.11 MAC layer standard, and
networks. Odds adopts the same principle that nodeerk well with unmodified on-demand ad hoc routing
conserve the most energy when they may enter stangigtocols such as Dynamic Source Routing (DSR) [7]
mode whenever possible. The design of Odds recognizesAd-hoc On-demand Distance Vector Routing (AODV)
the main benefits of electing a virtual backbone of powdB]. This promotes relatively straightforward deployment
on nodes — that of forwarding traffic in an aggregateid ad hoc networks.
fashion when there exists sufficient node density andThe remainder of the paper is organized as follows.
routing redundancy. Building on these design principleSgc. 1l reviews the IEEE 802.11 Power Save Mode, that
we make several key observations based on rigoromus work is based upon. Sec. lll presents Odds with
mathematical analysis and discussions. First, it is nd¢tailed discussions and mathematical analysis. Sec. IV
necessary to provide hard guarantees with respect to phesents extensive results to evaluate the performance of



Odds in the ns-2 network simulator. We conclude treetup latency is on the magnitude &T', wherek is

paper in Sec. V. the number of hops on the route, afidis the length
of a beacon interval. One may believe that once the
Il. POWER SAVE MODE IN IEEE 802.11 connection is established, all nodes on the route may

Towards the direction of powering off nodes periodstay awake during the lifetime of the connection. This
ically, the wireless LAN MAC layer specifications inis not true without modifications to the current IEEE
the current IEEE 802.11 standard suppoRawer Save 802.11 PSM specification. In the current protocol, pack-
Mode (PSM) [9] that conserves energy on idle nodests buffered at an upstream node are anrkedwhen
by powering their wireless interface off for selectedn acknowledgment from the corresponding downstream
periods of time. Such a Power Save mode is applicallede is received in the ATIM window, and only marked
to both infrastructure networks (Basic Service Set), améckets can be transmitted in the same beacon interval
ad hoc networks (Independent Basic Service Set). In thter the ATIM window. Therefore, a packet that arrives
specification (hereafter referred to as 802.11 PSM), edattween two ATIM windows has to wait until the next
station may be in one of two power modasvake(when ATIM window to be advertised and marked. This way,
the node is fully powered) andoze (when the node the average end-to-end latency of all data packets is
is not able to transmit or receive, and consumes vedy the same magnitude as the setup latency of a new
little power). The local clocks of nodes that are in theonnection. Sinc& «x O(+/n), wheren is the number
Power Save mode are synchronized by peridmiacon of nodes in the network, it is not scalable to the network
messages. Each beacon message marks the beginnirgjzef. Odds seek to improve both the average end-to-end
a beacon interval At this time, a node should suspendatency and the connection setup latency.
all its backoff timers, and after a random backoff period,
attempt to send a beacon message if it has not yet Ill. ODDS: ALGORITHMS AND ANALYSIS

received such beacons from other nodes in the localodds are an integrated set of distributed algorithms
neighborhood. The one who first transmits the beacfint, if executed in ad hoc network nodes, seek to
message will prevent others to send any further beac@@mserve energy by turning off the radio as frequently
during the corresponding beacon interval. and as long as possible. Odds inherit and seek to surpass
Each beacon interval starts with an Ad Hoc Traffihe current state-of-the-art, by building upon the design
Indication Message (ATIM) window. Any data packprinciples and key observations illustrated previously.
ets destined to a dozing node will be buffered at th@imilar to Span, Odds uses IEEE 802.11 PSM as its
upstream neighbor until the upcoming ATIM windowhase; but different from Span, Odds position itself as an
During the ATIM window, all nodes in the local neigh-extension to 802.11 PSM, and do not extend itself to
borhood will have already been clock-synchronized, atifle other layers Finally, the outcome of all algorithms
will be awake during the same time interval. Buffere;h Odds are probab”istic’ favoring minimum protoc0|
packets will be advertised during the ATIM window byoyerhead when making a trade-off between achievable
special ATIM frames that we refer to aslvertisements properties and incurred overhead.
Advertisements for unicast data packets need to bewe first discuss properties of an idealized power
acknowledged, while those for broadcast packets do ngfanagement algorithm, hereafter referred tdJaspia
A node that has acknowledged previous advertisemeQf@pia is able to predict the arrival of a data packet
should stay awake for one beacon interval in order g MAC frame. On forwarding (or sending/receiving) a
receive buffered data packets from the sender. Succesgcket, it powers itself on exactly when a packet arrives,
fully advertised (and acknowledged, for unicast packetghd powers itself off exactly when it departs the node.
data packets can be transmitted after the ATIM WindOW. we define the termrnormalized energy Consumption
Packets not successfully delivered will be retried durings the amount of energy used for each byte of data
the next beacon interval. being forwarded, it is obvious that Utopia can achieve the
Using such a pure 802.11 PSM approach, all partigywest normalized energy consumption than any realistic
ipating nodes in the ad hoc network stay in fPewer algorithms.
Savemode. Consider the setup latency of a new route As an ideal benchmark for later discussions, we note

from the point of view of an on-demand ad hoc routinghat Utopia presents the following properties. First, in
protocol. Since both unicast and broadcast packets need

to be buffered and subsequently advertised before actyal” theory, Span may also support routing protocols without
modifications. In practice, Span implementation is couplth a

_tran_smiSSior_‘S1 the setup Iater_‘c_y for a new route Will BRographic forwarding protocol that needs location infation of
inevitably high. It may be trivially derived that suchnodes.



a network with no traffic, Utopia does not consumasing the sources of broadcast beacon messages in recent
any power on any of the nodes, assuming the powegacon intervals. The node then uses the result of such
dissipation level of standby mode is zero. Second, testimates as an indication of local node density, which
connection setup latencies of any new connections aeused to compute a key parameigr referred to as
identical to that of an always-on network. Third, théhe backbone probabilitylf the node decides to become
end-to-end latency of each data packet is the same asaabhackbone node, such a decision is sustained for a
always-on network. This is critical for any energy conperiod of K beacon intervals. Once the node becomes a
servation schemes, since if energy conservation affebeckbone node, it may overhear ongoing traffic in the
performance (such as latency), it will be unlikely to bair by entering the promiscuous mode. If it believes
utilized. In the first property, the parameter of interests ihat itself is currently forwarding flows, it will increase
energy consumptigrin the second, it is theonnection the backbone probability; accordingly, so that it has a
setup latencywhile it is the end-to-end latencyn the higher probability of participating (aienewing its mem-
third. In some cases the benefits of using Utopia abership in the future backbone. Otherwise, if it is indeed
different — and sometimes conflicting — from eacldle and believes at least one neighbor is forwarding
other. It is the goal of Odds to éexibleandadaptive traffic, it will decreasep; to reduce its probability of
so it may be able to approach the perfect performangeaticipating in the future backbone. A successiorkof
of Utopia in a wide range of different situations witfbeacon intervals is referred to as thackbone interval
respect to network traffic load and node density. since the structure of the backbone remains stable during
such an interval. At the beginning of the next backbone
interval, each node will make its own local decisions
Odds are a collection of algorithms that positioagain on whether to join the backbone or to conserve
themselves as extensions to the standard IEEE 802ehkrgy by functioning in the Power Save mode.
MAC layer with Power Save mode (PSM). It is a “drop- _
in” replacement of 802.11 MAC. Compared with IEEEB- Computation of Backbone Nodes
802.11, it maintains an identical interface to other layers The purpose of computing a virtual backbone is two-
such as routing protocols. For this reason, Odds woaiddd. First, having a backbone reduces the setup latency
with any on-demand routing protocol without the needer new connections. This is intuitive since initial route
of modifications. discovery broadcast messages may travel much faster on
All algorithms in Odds use a probabilistic approacthe backbone than off the backbone (operating in the
to minimize any additional overhead. Such a desigtower Save mode). Second, as related work also pointed
is based on the argument that in an ad hoc netwaslit, having a backbone is beneficial for aggregating
with inherently random network behavior, a probabilistitraffic routing tasks to a selected few of nodes, which
approach is best suitable for algorithms that dest reduces contention at the MAC layer from different
effort in nature. We believe that energy conservatiameighbors of the same neighborhood.
algorithms are exactly sudbest effortalgorithms in that ~ We first consider a simple, but yet effective, approach
we need to conserve energg much as possibleith for any node to decide if it should join the backbone at
minimum disruption on network performance. the beginning of the next backbone interval. Assuming
The basic assumption of Odds is that each nodms that the backbone probability; is known for node:.
in the basic IEEE 802.11 Power Save mode. After Odds node i participates in the backbone and enters the
algorithms are started, the basic 802.11 PSM is used fqp@avered-on mode with suchy, and such a decision is
short period of stabilizing time. This guarantees the basiastained for the duration of the backbone interval.
properties of 802.11 PSM, that include: (1) synchronizedFrom a temporal point of view, such a series of
clocks and beacon intervals; and (2) synchronized ATIbh/off decisions on each node formb@éomial process
windows. with probability p; in discrete time, the length of each
Odds do not require, nor use, any geographic inform@me slot is exactly the backbone intervak (beacon
tion that is available on the nodes. The information thattervals). Such a binomial process is known to satisfy
the algorithms require is strictly derived from beacoane key property that, if we let; be the number of slots
messages during each beacon interval if the nodes arda@tween théth andi — 1st arrival to the system, the dis-
the Power Save mode, and by overhearing other nodelsution ofu;, 7 = 1,2, ..., is geometriowith parameter
if the nodes are in the powered-on backbone. p;. Such a property holds based on the assumption that
A skeleton of Odds is described as follows. An Oddsach slot contains an arrival independent of all other
nodes estimates the number of neighbors it has, possitdiots with the same probability. This assumption gen-

A. Odds: Overview and Preliminaries



erally holds in our context. Therefore, any adjustmentsNext, we estimate:;, based on the observation that
of backbone probabilityp; directly affects the inter- m; nodes were heard during beacon intervals. If a
arrival time between two arrivals, which, in our contextery largew is used, the number of nodes being heard
corresponds to the level of energy consumption on eaesfil be equal to the number of nodes present with a
of the nodes. Furthermore, intuitively and according teery high probability. However, this approach only works
the above analysis, a node is expected to be poweredfon static or semi-static networks, since nodes heard
for one backbone interval during evetyp; backbone w periods ago may have already moved out of the
intervals, and to enter Power Save mode during the ottistener’s transmission range in a high mobility scenario.
backbone intervals. Therefore, it is important to estimatg promptly with
From a spatial point of view, it may be easily derivea smallerw.
that, the number of nodes that are powered on in theWe now analyze the relationship af, m; and n;.
entire network during each backbone intervafjgomet- It turns out that, in order to know’(n;|m;) to derive
rically distributed and) ", 5 p; nodes (V is the setof all E(n;), it's crucial to compute the inverse distribution
nodes deployed) are expected to be powered on while tBén;|n;) first. Note that

other nodes are in PSM. The set of nodes that are pow- (") S(ms, w)

ered on simultaneously forms thértual backbongto P(milni) = ,n—w

serve our purposes of fast propagation of route discovery (™) !

messages, as well as traffic aggregation. The topology = (¥ — (n?i)g(ljw) - (";i)g(zw)
of this backbone changes once every backbone interval, n;

when each node recomputes its backbone probability — (mTj])S(mq; —1,w))

p;. As such,p; directly affects the degree of energy (™)

conservation and the connectivity of the backbone. The = (mi = () (mi = 1)*

intuitive rules for choosing; are: (1)p; should be higher . .

where node density is low, and lower when density is +( 5) (mi —2)" — ... (m,-i1))

high; (2) p; should be higher on an active route when the (:1) mi—1 L [ ”

node is actively forwarding traffic, and lower at nodes = n—w Z (1) ( k >(mz’ — k) 1)
close to an active route; and (3) the set of nodes that tk=0

forms the backbone at any given time should roughly where S(m;,w) is the number of different lists of
form a covering set of all nodes in the network. w node identifiers that can be constructed from

node identifiers, with the constraint that each of the
C. Backbone selection based on network density jgentifiers must appear in the list at least once.
The intuitive approach of choosing the backbone prob-
ability p; is to set it to be inversely proportional to the
local node density; around nodé. This ensures that the
number of backbone nodes will remain at approximately
the same level. 08
Estimating the number of neighbors o6 i
We begin by using the number of nodes that residesmin
within 4’s transmission range, i.e., the number s M

neighbors, as an indication @f. To estimate the actual 02

number of neighbors; that it has, nodé records the 0

number of unique node identifiers (henceforth denoted o
by m;) that it receives in thébeacon messageent dur- —

ing the lastw beacon intervals. Herey is an adjustable number of exposed nodes, m, ° number of nodes, n,

parameter that defines the monitoring window size. At
the first glance of the problem, one might argue thaig. 1. Distribution ofp(m;|n;)

the node; may extract source identifiers by overhearing

ongoingdatatraffic in the air. This is not true, since most Fig. 1 shows the distribution @f(m;|n;), with w fixed
of the nodes we consider are in the Power Save mod¢20. Whenm; is significantly less tham (m; < 7),
when it is not able to overhear any packets outside of tttee value ofp(m;|n;) is very large atn; = m;, and
ATIM window. The only option is to estimate; based drops to almost immediately as: increases. Therefore
on received beacon messages. it is appropriate to estimate; asm; in this case. For



medium values ofn; (3 < m; < %), the highp(m;|n;) selected. Fig. 2 shows a simple topology that illustrates

values center at a small range ©of values. Therefore this problem. In the figure, noddsto 6, that reside on

estimatingn; using Eq. (2) is still appropriate. Fon; the border, each has three neighbors; and rigdiat

values that are larger{; > ), the non-zero values may reach all other nodes, has six neighbors. Intuitively,

of p(m;|n;) spread over a wide range af; it is still the backbone that consists of exactly one node, rode

possible to estimate; using Eq. (2), but the result will more efficient than the one that consists of notlés 6.

be of low fidelity. However, if we simply sep; to be inversely proportional
Now that we have compute(m;|n;), we proceed to n;, thenp,_¢ will be twice as large ag-.

to computeP (n;|m;). It's immediate thatP(n;|m;) = 0

for n; < m;. Forn; > m;: 1 6
p(m;|n;)p(n;
p(m;) ) .
B p(mi|n;)p(n;) S
- N , Ny 2 My
Zm:mi (p(mi|n;)p(n;))
3 4

WhereN is the maximum number of neighbors a node
is likely to have, which, for example, can be setto be thgy > A simple network of critical and non-critical nodes
network size. The expected number of neighbéig;;),

can then be computed agcording to its definition: The generated backbone may be improved if these
B(n:) = > (nip(nilms)) (2) more critical nodes, rather than their neighbors that
n;=m; connect to fewer nodes, have a higher probability of

Now only P(n;) is unknown in the above equationsbeing included. Meanwhile, we still wish to preserve
A good modeling ofP(n;) depends on specific featuredhe property that the probability of a node being on
of the network, such as network type, network size ar@l inversely proportional to its local node density, in
deployment details. For example, if approximate knowfrder to keep the number of backbone nodes at the
edge on average network densjtyis available,P(n;) relatively same level. We have designed an algorithm,
can be modeled as a Poisson variable with paramef@ferred to asprobability redistribution that achieves
X = p — 1. If network sizeN is known, P(n;) can be bothgoals. In probability redistribution, a nodwill first
modeled as a uniform variable or bell-curve variable d#ftp: inversely proportional to the average number of
[0, N]. Details here are orthogonal to our work and arfeeighbors®;) that its neighbors and itself have, and then
not our focus in this paper. adjust this value by comparing; with 7; — increase

Our estimation ofn; does not rely on overhearingthe value ofp; if n; is larger tharm;, and vice versa.
data or control packets, and may therefore work well In order to computen;, node: needs to know its
in both lightly and heavily loaded networks. Howevefeighbors’ number of neighbors. Therefore, we append
if during the monitoring WindOW, nodeé does detect one additional field to the beacon header of 802.11 PSM:
through overhearing the existencelpfadditional nodes an integer that represents the number of neighbors of the

that are not in the set of the,; beacon senders, it canb€acon sender. Upon receiving a beacon message;node
adjust the values gf(n;|m;) and E(n,) accordingly: ~ records both the node identifier and number of neighbors

of the successful beacon sender. It then follows that

1
/
p'(nilmi) = p(nilm;) 0 , M > Mi+b; _ 1
L= Y p(nglm,) M= D
®3) " jefiun;
N where N; denotes the set of neighbors of nagend
E'(ni)= Y (nip(nimi)) (4) ¢ n;  cng
ni=m;+b; bi=_— — = —% (5)
n; n;
Probability Redistribution wherec is a constant parameter that is tunable, and if

There exists one drawback of directly using the ep; > 1, letp;, = 1.
timated number of neighbors of the node n;, as For an example, in Fig. 2, after probability redistri-
its local node densityd;. Nodes that have a largerbution, p; ¢ is proportional tocn,/m? = 0.21, and p;
number of neighbors, which are usually more “criticalls proportional tacn; /n% = 0.51. Therefore p; will be-
in constructing a backbone, have less chances of beoane more than twice as largeas ¢. After probability



redistribution,ZL] pi, wWhich in general is proportional
to the number of nodes in the backbone, drops feoh7

C C
r— = —
pnb(m - 1) DPnb

(6)

to 1.79. This also agrees with our observation that a more The value ofp,,; is equal to the expected percentage
efficient backbone contains fewer nodes.
Fig. 3 and 4 shows a backbone generated fasm Within it. Detailed computation is omitted here since they
wireless nodes deployed in HW00m x 1000m square &€ irrelevant to our topic. We only point out that “edge
within the ns-2 network simulator, with and withou€fféct’ need to be considered in such a computation.
probability redistribution, respectively. As is evident The resultin Eq. (6) suggests that the expected number
from the illustrations, the backbone in Fig. 4 containd nodes on the backbone is proportional o and
fewer nodes than the one in Fig. 3, and its quality is f§Mains at the same level as the number of nodes being

worse than the one in Fig. 3.
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of the area of deployment covered by an arbitrary node

deployed changes. Fig. 5 shows the number of backbone
nodes for different values af computed using Eq. (6),
when! = 1000m andr = 250m. Also listed are the
average number of nodes in the backbones generated in
our simulation. The value of computed according to
our analysis is close to, but slightly smaller than the
ones obtained in simulation. In addition, the values of
a obtained from simulation are not strictly constant,
it increases slowly as, the total number of nodes
deployed increases. This is because that, in our analysis,
we approximated_"_, -= with z %=, this is clearly an
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Fig. 5. Number of backbone nodes selected

Simulation results in ns-2 show that, fer> 4.0, the
total number of connected components formed by the
backbone nodes is very small. F260 nodes deployed
in a1000mx 1000m square scenario, the average number
of components we have obtained1i89. Furthermore,
the probability that the coverage of the backbone nodes

Estimating the number of backbone nodes
The number of backbone nodes, denoted dpyin-

spans the entire network is very high. Assuming that
the original nodes are uniformly deployed, the values
creases ag increases. Below we show thatcan be of 5; andn; at each node will be the same (except for
estimated as a function of and p,,, where p,, iS nodes near the border), and the valugofiill the same
the probability that a pair of arbitrary nodes within theith or without probability redistribution. Therefore,eh

square are neighbors. Such an estimation is useful whgBbability that at least one node Mb(i) is a backbone
tuning c to reach a desired backbone size. Assume thgde at a given time is:

total number of nodes deployed is then the expected p— n; < c
value ofa is 1-—(1- ni)" n; > c
Sincel—(1—;=)" monotonically approachés-e™*
LA c asn; increases, we have € [1 — e ¢, 1]. For a typical

value ofc in our simulations¢ = 4.0, p € [0.98,1]. This
is also verified by our simulation results.

Bla) = Z;‘pi = 20 S )

=1



D. Improving Average End-to-End Latency To solve the second problem, we adjust the backbone

Without further i ¢ th -t éobabilitieSpi for nodes along an active route, such
thout further Improvement, IN€ average end-10-eff; 5 g ccessive packet that is temporally not far apart
packet latency using Odds will still be on the magnitu

om its predecessor will arrive at a backbone node

1 . .
Of 3AT similar to 802.11 PSM that we have analyzegy, , high probability, in which case the immediate

previously. This is due to two reasons. First, as N tempt in our unicast packet forwarding mechanism will

explained earlier, with current 802.11 PSM, a packet th tlay the packet further without waiting for half of a

arrives between two ATIM windows has to wait unt eacon interval on average. More specifically, after the

:he ne>_<:t bctleagon m:jerval ]EO be markeddbefore} |thcan_ %ckbone probability; is determined according to the
ransmitied. Second, so far our procedure ot ChoosIpg., | nanyork density, it will be adjusted according to

pi does not take traffic flow into consideration; nOdeI%Scal flow status before being used to make a local
currently serving a flow may switch into Power Savca e

mode, which will force packets to be rerouted. interval.

Duplicate Forwgrdiqg » To achieve this, a nodé records the timeA¢ past
To address the first issue, we have modified the packgice it |ast received a packet, and based M it
transmission mechanism of 802.11 PSM. When au”ic%%tmputes thefidelity ¢; € [0,1] — that it believes a

packet arrives at a node during two ATIM windowsgq,y is currently being forwarded — along guadratic
that node carattempt to send the packet immediately,rye as shown in Fig. 6. Therefore, nodavill adjust
in the same beacon interval. Up to three attempts pft, may(p,, ¢:). The effect is that if there were packets
retries are allowed if the first transmission fails. lfoceived in the near past when is being updated, the

the packet is sent out successfully vyithin three rétackbone probability that node will be powered on
attempts, the sending procedure terminates. OtherW'éGring the next backbone interval will be high.
the packet will be buffered until the next ATIM window

to be advertised. With this modification, a packet can be q
relayed immediately to the downstream neighbor, if the
neighbor is a backbone node during that beacon interval;
if the downstream neighbor is a regular node in PSM,
the packet will be buffered for half a beacon interval in
average, as in 802.11 PSM.

Broadcast packets (e.g. route request messages from
DSR) are treated differently. If a broadcast packet arrively. 6. Fidelity of Ongoing Flows
between two ATIM windows, it will be broadcast twice:
once immediately in the current beacon interval, and Neighborhood Compensation

once in the following beacon interval (with an adver- Since nodes along an active route are expected to
tisement sent in the ATIM window first). The purposeemain in the backbone during the ongoing session, the
of duplicate broadcasting is to guarantee that in case 1Bgal density of backbone nodes along an active route
source and destination nodes are patrtitioned in the Od€l$ncreased. Odds decrease backbone probabilifies
backbone but not in the ad hoc network topology, routeighbor nodes along an active route to compensate for
request messages from on-demand routing protocols g@igh an increase, and hence are able to keep the total
still reach the destination. number of nodes in the backbone roughly constant.

It is desirable to introduce two further optimizations to There are three ways that a nodean learn about an
improve the above basiduplicate broadcasapproach. ongoing flow beside itself: (1) overhearing of RTS, CTS,
First, a node that hears the broadcast in the first time d@ATA and ACK messages during beacon intervals when
ignore the advertisement for the same packet during thig powered on; (2) overhearing of packet advertisement
following ATIM window. Second, as proposed in [3], Aand ACK messages during ATIM windows; and (3)
node can count the number of broadcast advertisemenithin each beacon message, add one bit that can be
sent during an ATIM window, and after the same numbeked to represent the current power state of the beacon
of broadcasts have been received during that beac@mder. This bit may be set towhen the beacon sender
interval, it may go to sleep early without staying ofs highly probable d; > g, for a threshold valug,;,) to
throughout the whole beacon interval, given that thet involved in a flow: and set t6 otherwise. However,
is no other unfinished unicast transmissions. exact probability compensation is hard to achieve. This

Fidelity of Ongoing Flows is due to the fact that a neighboring node does not have

cision on its power status for the upcoming backbone

1




complete information on thg;, ¢; andn,; values of the power consumption. Another technigue that may lead
node on the flow being compensated. It is also becausebetter load balancing is to take the amount of power
that one node may be neighbors of more than one nodemaining at each node into consideration when deciding
belonging to a flow, as well as nodes on more than opg From later simulation results, we are convinced that
flows. In current simulation, we simply decregseby with current algorithms, load balancing is not a serious
12’—71’31' for every active neighbor observed during the lagdsue in the long term.

K beacon intervals. We plan to examine more precise

probability compensation in future work. IV. PERFORMANCEEVALUATION

We have implemented Odds within the ns-2 2.1b8a
network simulator, and have performed extensive sim-

Odds parameters; and K, are all tunable within a yjations to evaluate the correctness, effectiveness and
range of values. We now discuss how the choices gérformance of Odds under various network scenarios.
these parameters will affect the performance of an Odggids are positioned and implemented as an extension
network. to the pure IEEE 802.11 PSM, so that they provide

¢ — Recall that the number of nodes in an Oddge|| defined interfaces — identical to the IEEE 802.11
backbone is proportional te. Therefore, the smallet gtandard — to the upper layers. As such, no modifi-
is, the fewer nodes will be powered on simultaneouslystions to the routing protocols are necessary or im-
and the less overhead is paid (with respect to energiémented. For routing purposes, we have chosen the
dissipation) to maintain the backbone. On the other haRghmodified implementation of Dynamic Source Routing
a largec can improve the quality of the backbone, ifpsR) throughout our simulations, and we believe that
terms of coverage and fidelity of connectivity. Howevepiher routing protocols (e.g. AODV, GPSR, and TORA)
in dense networks, a large will power more nodes || also work well without modifications.
on than necessary, and hence introduce high levels of, g simulations, we use the Lucent 914MHz Wave-
interference as well as higher power consumption rat@\N radios with 2Mbps of bandwidth and 250 meters
For a very smallc, Odds degenerates into a schemg transmission range. With respect to the energy model,
that ignores setup latency for new connections, and oRfa adopt the standard energy model implemented in
adapts to traffic distribution. For a very large Odds the wireless physical layer of ns-2 2.1b8a: no power
degenerates into an always-on network. dissipation for nodes that are powered offl5 W

K — The parameter< defines the number of sus-grained power for idling nodes,.2 W drained power
tained beacon intervals each decision gnis applied for packet reception, and.6 W drained power for
to, and hence determines the changing rate of Odggnsmission. No error models are used, and the node
backbone. A smalK improves load balancing. A largegensity is sufficient to prevent network partitioning. We
K induces less overhead, and is desirable for setyge pothPower Saveand standard modes of the IEEE
latency control, since the probability is larger that thgp2 11 MAC as the control for our comparisons, and we
round trip time from sending out a route request tgompare with Span when evaluating protocol scalability.
receiving a route reply is enclosed within one backbomgther than distinguishing source/destination nodes from
interval. relaying nodes (as in Span or GAF), we believe it is more

We finally make an additional note with respect tgegjistic to treat all nodes as peers in the network, which
load balancing. Since the Odds backbone changes eved); send, receive and forward traffic and any time. All
K beacon intervals, load balancing is achieved naturallynulations are executed f800 seconds within ns-2.
and automatically. However, it is possible that a long- wjithin IEEE 802.11 PSM, we use a beacon interval
lived flow keeps nodes along a specific route poweregf (2 seconds, and an ATIM window df.04 seconds.
on for a long time. In that case, energy on those nod@gthin Odds, we set: in Eq. 5 as4.0, and K as 20,
will be exhausted sooner. It is in some sense a problgpich is equivalent to a backbone interval ©&econds

introduced by our own algorithms, since we forcegiven our beacon interval. We set= 20 andt, = 1.8s.
a route to remain active as long as there exists an

active flow, favoring end-to-end packet latency than lodt Scalability to high node densities

balancing. This is again a trade-off, since ignoring the We have analyzed the scalability of Odds. We have

ongoing traffic and shutting down nodes on the route witoncluded that, as node density increases, Odds can
cause severe routing problems or long latencies, whichscale well, keeping approximately the same number of

turn triggers route discovery, thus wasting bandwidth &sckbone nodes. A constant backbone size leads to a
well as introducing overhead in terms of both delay arréduced ratio of backbone vs. regular nodes as node

E. Further discussions and insights
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density goes much higher, which amounts to betteverhead, the variations in node densities only affect the
energy conservation to more nodes. In order to illustrat@mber of backbone nodes generated, which has been
the validity of this claim, we conduct ns-2 experimentd#iustrated to approximately remain constant. This leads
with 32 to 444 stationary nodes, the locations of whiclio a near-constant per-node energy consumption rate.
are randomly generated in @0 * 600 m?> ared. With

respect to traffic, we introduce three CBR connections °
with identical sending rates of KBytes/sec. In this
particular experiment, we are concerned with the average
energy consumed (presented as a percentage of initial
energy levels).
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Although it is hard to compare the scalability of Odds
with Span or GAF under identical scenarios (mainly
Z w w00 wog because both distinguish between relaying and end-point

node density (number of nodes per km™) . . .
nodes), we have experimented with Span under similar
Fig. 7. Average energy consumed per node vs. node density ~Scenarios, e.g., identical energy model$08& x 600 m?
area and a variable node density. As illustrated in Fig. 8,

Fig. 7 illustrates our experimental results. We use no# have discovered that Span works well under low den-
density (in terms of total number of nodes per squasg#ies as expected, and since it guarantees the high quality
kilometer) as ther axis of the graph. This experimen®of backbone nodes, it may conserve slightly less energy
puts all three candidates in the scenario where there isthan Odds with the trade-off of additional bandwidth
or light traffic load in the network (under which Utopiaoverhead. Under higher densities, beyond those that have
consumes no or very low energy). As is evident in thegeen attempted previously with Span, we discover that
figure, ranging from a relatively sparse to a extremefypan’s performance gradually becomes poorer because
dense network, all three candidates — regular 802.th¢ increased amount of HELLO messages per local
802.11 PSM and Odds — can maintain approximatehgighborhood tends to keep nodes awake for longer
the same energy dissipation rate for each node. Thriods of time. Note that this illustration does not show
property can be easily achieved by 802.11 and 802.the bandwidth overhead of HELLO messages that may
PSM, since with the relatively light traffic load weinterfere with ongoing data traffic under heavier loads.
have injected into the network, both candidates haveFrom this experiment and other experiments with
no problems forwarding the traffic. In this case, 802.1different traffic loads, it is evident that Odds can achieve
PSM will roughly consume at about one third of th&etween one third to half of the energy consumption
consumption rate of an always-on network, since fiate compared with a 802.11 always-on network, which
powers itself on only in the ATIM window if there is nois similar to Span. However, Odds are able to achieve
traffic to be forwarded. The behavior of both PSM ansuch performance without periodic message exchanges,
802.11 stays the same regardless of the node densityahdl can achieve approximately the same levels of per-
contrast, this achievement is noteworthy for Odds. Sinfgrmance even when nodes are extremely dense.

Odds are very light-weight algorithms with respect to . _ _
B. Loss rate and energy efficiency with variable offered
3The reason for a smaller region of simulation is that, to ne#n load
the same node density in a larger region, additional nodes ar -
required. Since ns-2 is not scalable to more thé nodes, we have e evaluate the ability of Odds to approach the

to resort to a smaller area. performance of an always-on network with respect to

Energy consumed (percentage of initial energy)

o
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forwarding heavier traffic loads (where Utopia offers ‘ ‘ ‘ W
identical performance as an always-on network). We ol
consider a600 * 600 m? area, 150 nodes, as well as
three CBR connections with offered load ranging from
1 to 25 KBytes/seé. Fig. 9 illustrates our results. Note
that we do not compare with either Span or GAF in this
scenario since, obviously, a 802.11 always-on network
offers the best achievable performance, with a tradeoff
of the worst energy conservation.
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! | C. Connection setup and average end-to-end latency

Packet loss rate (%)

/ One of the major benefits of keeping a backbone in
! | the network is to reduce the connection setup latency,
- s so that it is scalable to the size of the network. The
T / connection setup latency directly depends on the quality
o E——— 5 S % » (connectivity) of the backbone. In the ideal case, if both
Offered load (KBytes/sec) sender and receiver are on a connected backbone, the
connection setup latency should be identical to that of
an always-on network.
We observe that the capacity of 802.11 PSM cannotln order o illustrate the peneﬁts of haylng a backt_)ong,
: . . we show the setup latencies of an active connection in
keep up with the offered load once it becomes hlghﬁl‘ .
Ig. 11, where we use one CBR connectiorb 8{B/s.
than normal. An always-on network has no unexpect . . :
e results confirms the obvious observation that the
problems, and Odds can closely track the performanlce
. ader should be a 802.11 always-on network, where
of an always-on network, thanks to the algorithm that . - .
. ) setup latencies are negligible. We show that while the
adapts the probability to traffic patterns.

setup latency of Odds may not be able to compete

With. respect tq energy con_servation, we are also i.nt?/\rﬁth an always-on network (since receivers may not be
ested in measuring theormalized energy consumption, , ¢ backbone), it is an order of magnitude smaller

under varying offer loads, defined as the amount_ n 802.11 PSM and converges rapidly (at the third
energy used per byte of data successfully transmltts cket it is almost the same as 802.11). Such favor-

ﬂn theJun:Et Of j](?UIeS/ byte)\.NWe assu;ne thr?t ea‘%h “Ogﬁle properties are not achievable without a backbone,
832 3101 POSI\/IImtrlwa Tdngrgyﬁ le gote_ t r?t’ theoretica Ywhich costs energy. It is therefore an essential tradeoff
' should be the leader In this category, Singgeen network performance and energy conservation.

it does not maintain a backbone. Results in Fig. J'gg_ 12 also shows that, compared with 802.11, Odds
have confirmed this conjecture, and have further showrl, ..o 1o maintain th’e same low levels of énd-to-

th_at Odds approach the_perforr_na}nce of 802.11 Psé\ﬂd packet latency, once the connection is established.
with respect to power savings. Similar performances aie Fig. 13, we show the average end-to-end latency

ztés/,erved mbSpan ?]S Wi”' then the Ioa(: gggﬁfes gncluding connection setup latency) under a variety
S, we observe that the performance o S €VER traffic loads. Due to the higher connection setup

isllghtlytsurpf?sseds _Bogdglllisl‘al\é'Mdue to the much h'gngfency, the average latency of Odds may not be able
0SS rate sutiered in . . to approach the level of always-on networks, but it is
much lower than that of 802.11 PSM. In this category,
4 Iti-h f [10], the achievabl @iio- gory
Due to multi-hop interference [10], the achievable en : :
throughput in ad hoc networks is less thaj7 of the channel marginally b?tter perfqrmances are observed with Span
capacity. In this scenario, this upper bound translatesbmizzs compared with Odds in com_par_able network scenarios,
KB/sec. We thus chooss KB/sec as a high load scenario. naturally because Span maintains an always-connected

Fig. 9. Packet loss rate vs. offered load



backbone, while the connectivity of backbone in Odds is
not guaranteed. Since Odds are able to achieve suchnea *° * 80211PSM
optimal performance with virtually no overhead, it is still

noteworthy compared with periodic message exchanges
deployed in Span and GAF to maintain the backbone,
just to achieve a slightly better connection setup latency.
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D. Load balancing

One of the natural advantages of selecting backbone
nodes based on probability is the ability to achieve

load balancing without periodic overhead, compared to
election algorithms in the local neighborhood. With0
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802.11 PSM, since they treat nodes as peers whose roles
are identical. Since backbone-based algorithms such as
Odds and Span distinguish powered-on nodes from reg-
ular nodes, it is not trivial to achieve such levels of load
balancing without frequent rotation of roles (leading to
message exchange overhead in Span and GAF). Odds
are able to achieve this naturally with the probabilistic
approach and minimum overhead.
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V. CONCLUSION
In this paper, we have presented Odds, an integrated

nodes and one CBR connectioh KB/s), we show set of algorithms to power off wireless nodes based on
simulation results regarding the energy consumed (as @robabilistic approach. Analysis and simulation results
percentage of the initial energy, set3at) in Fig. 14 for have shown that Odds have achieved the following key
all three candidates. As illustrated, all three candidatesoperties. First, they provide a scalable solution when
(802.11, PSM and Odds) can achieve almost perfewide densities become higher, thanks to the minimum-
load balancing. This property is obvious for 802.11 araverhead probabilistic approach that avoids periodi@stat



13

exchanges in the local neighborhood. Second, they pBaochun Li Baochun Li received his B.Engr. degree in 1995
vide both a virtual backbone in order to aggregate traffi@m Department of Computer Science and Technology, Tsiagh

. . .University, China, and his M.S. and Ph.D. degrees in 19972800
forwarding tasks and reduce connection setup latenci g’m the Department of Computer Science, University ohdls at

and also a stable, always-on end-to-end path, adaptiiigana-Champaign. Since 2000, he has been with the Deparohe
to the traffic patterns. Through extensive simulations Hiectrical and Computer Engineering at the University ofcfo,

the ns-2 simulator, we are convinced that Odds ha\t((lgere he is an Assistant Professor. In 2000, he was the eetipf

hi d iginal clai d h inherited F£ IEEE Communications Society Leonard G. Abraham Award in
achieved our original claims, an ave Inherited anfy rield of Communications Systems. His research inteiastude

exceeded the current state-of-the-art. We are convinggévork-level and application-level Quality of Serviceoyisioning,
that the full potential of Odds has yet to be realize@pplication-layer overlay networks, wireless ad hoc neksoand
As future work, we will evaluate Odds by applyindmb'le computing. His email addressbi@eecg.toronto.edu
further mathematical analysis, and derive interesting (an

possibly deterministic) properties from their seemingly

random behavior.
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