IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 32, NO. 5, MAY 2021

A Case for Pricing Bandwidth: Sharing
Datacenter Networks With Cost Dominant
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Abstract—Unlike other resources such as CPU or memory in a virtual machine, inter-virtual-machine (inter-VM) bandwidth has not
been explicitly priced in datacenter networks. In this article, we argue that tenants of an laaS cloud computing platform should be given
the flexibility to pay more for explicitly priced datacenter bandwidth beyond traditional virtual machines, in order to achieve better (or
more predictable) application performance. We show that a much simpler design principle can be followed to allocate bandwidth fairly,
and desirable properties related to fairness can be more easily achieved, compared with state-of-the-art proposals. We call such a
design principle cost dominant fairness, which stipulates that bandwidth should be allocated based on the total cost that a tenant incurs
for running its applications in the cloud. Guided by the principle of cost dominant fairness, we explore the design space of pricing inter-
VM bandwidth, as well as achieving fair bandwidth sharing among multiple tenants. Through our study, we believe that it is best to
assign per-VM-pair weights based on individualized prices. We present a distributed bandwidth allocation algorithm that is theoretically
supported by a network utility maximization formulation, and practically implemented as a shim layer at each virtual machine. We are
also concerned with practical issues of billing, where discounts are needed to ensure that a tenant only pays for the bandwidth share
that it is allocated. Finally, we have evaluated our pricing framework and per-VM-pair weighted fair bandwidth allocation in the Mininet

emulation testbed and simulations.

Index Terms—Datacenter networks, bandwidth allocation, fairness, pricing

1 INTRODUCTION

HE essence of Infrastructure-as-a-Service(laaS) is to allow

multiple tenants to share resources such as CPU cycles,
storage, and bandwidth. When tenants pay for running
applications in the cloud, CPU, memory and storage resour-
ces are explicitly priced in today’s datacenters, in the form
of virtual machine (VM) pricing. Yet, inter-VM bandwidth
in datacenter networks has not been explicitly priced. As a
result, inter-VM bandwidth is typically shared in a best-effort
fashion, which makes it challenging for both cloud pro-
viders and tenants to reason about how bandwidth is allo-
cated as a scarce resource.

It has been well understood that the performance of a
cloud application heavily depends on its allocated share of
inter-VM bandwidth. With the best-effort way of sharing
bandwidth, multiple tenants may compete for bandwidth
on a shared bottleneck link, and such competition leads to
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congestion and degraded performance for all. On the other
hand, a tenant may wish to pay more for better or a predict-
able level of performance, e.g., with respect to task finishing
times in MapReduce jobs [1], [2], [3]. Leaving bandwidth
free of charge to the tenants, together with the best-effort
fashion of sharing bandwidth, have implied that a tenant is
not able to pay more to attain better performance by obtain-
ing a larger or reserved share of bandwidth. Largely due to
their competition for bandwidth, multiple tenants interfere
with one another in a shared datacenter, with unpredictable
costs on reserving VM instances.

The tussle between free-of-charge bandwidth as a
resource and the need to allocate bandwidth fairly across
competing tenants in a datacenter has led to perplexing sol-
utions. It is intuitive to allocate bandwidth across tenants
based on how much they have paid for their cloud services;
but since there is no charge for bandwidth, existing solu-
tions in the literature proposed to allocate bandwidth based
on the number of VMs that tenants have leased and paid
for. With these solutions, a tenant who wishes to pay for a
better share of bandwidth will need to lease more VMs.
Effectively, the tenant uses a convoluted way to pay for
more bandwidth by paying for more CPU cycles and mem-
ory instead, which it may not need.

In this paper, we believe that regardless of the number of
VMs a tenant leases, it should be given the flexibility to
obtain a better or more predictable share of inter-VM band-
width, by pricing bandwidth explicitly, and independently from
VM pricing. In order to achieve that, reserved bandwidth
shares should be priced accordingly. In addition, most
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tenants may be content with paying more for a better best-
effort share of bandwidth rather than paying for exclusive
bandwidth reservations, and higher prices should reflect a
better bandwidth share. While some may argue that tenants
may be reluctant to pay more for bandwidth in addition to
what they have paid for VMs, we believe that, rather than
having to “play the lottery” with unpredictable performance
due to interference, or to implicitly pay for more bandwidth
by leasing more VMs that it does not need, tenants may pre-
fer the option to pay more for better performance.

In the literature, it has been quite a challenge to allocating
bandwidth fairly across competing tenants, since a few
desirable properties need to be maintained, such as strat-
egy-proofness, communication pattern independence, and
symmetry [4]. A surprising but important advantage that
tips the scale in favour of bandwidth pricing is that, if inter-
VM bandwidth is priced explicitly, a much simpler design
principle can be followed to allocate bandwidth fairly, and
the aforementioned properties related to fairness can be
more easily achieved. We call such a design principle cost
dominant fairness, which stipulates that bandwidth should
be allocated based on the total cost that a tenant incurs for
running its applications in the cloud; and on the other hand,
a tenant will pay proportionally more if its applications
have enjoyed better performance.

With the objective of achieving the principle of cost domi-
nant fairness, we explore the solution space of pricing inter-
VM bandwidth, as well as achieving fair bandwidth sharing
among multiple tenants. The original contributions that we
present in this paper are as follows. First, we make a strong
case for pricing both guaranteed and best-effort bandwidth
shares, and propose the principle of cost dominant fairness
(Section 3). Second, by exploring the solution space of band-
width pricing strategies, we propose a personalized pricing
framework for best-effort bandwidth (Section 4). Third, to
allocate best-effort bandwidth according to cost dominant
fairness, we propose to assign weights to each pair of VMs,
determined based on personalized bandwidth prices that
the tenants have chosen (Section 5). Based on the per-VM-
pair weights assigned, we formulate the problem as a net-
work utility maximization problem, where the objective is
to achieve weighted proportional fairness among different
flows with network capacity constraints (Section 6). Fourth,
we consider the practical issues of billing, where discounts
may need to be given to ensure that a tenant only pays for
the bandwidth share that it is allocated (Section 7). Finally,
we present a system-level design to practically implement
our proposed bandwidth allocator as a shim layer at each
virtual machine, which scales naturally and is topology-
agnostic, and evaluate its performance in the Mininet emu-
lation testbed as well as simulations with fat-tree topologies
(Section 8).

2 RELATED WORK

Making Bandwidth Reservations. The first and most intuitive
solution to satisfy cloud tenants is to support bandwidth reser-
vations, which are guaranteed to tenants ([5], [6], [7], [8], [9],
etc.). Guo et al. proposed SecondNet with a new abstraction
called virtual data centers (VDCs) [5], precisely to provide
facilities to support such bandwidth guarantees between
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pairs of VMs. Rodrigues ef al. proposed Gatekeeper [6], with
the objective of reserving egress and ingress bandwidth at
each VM. Such reservations give a tenant the illusion of a sin-
gle, non-blocking switch connecting each of its VMs. Ballani
et al. proposed Oktopus, with similar network abstractions to
SecondNet and Gatekeeper [7]. By profiling the traffic pat-
tern of several cloud applications, Xie et al. argued that cloud
applications exhibit predictable time-varying traffic behav-
iour on the order of tens of seconds, and proposed a new
fine-grained network reservation abstraction [8], so that the
utilization of bandwidth can be improved by time-division
multiplexing.

Sharing Best-Effort Bandwidth Fairly. If tenants do not need
strict bandwidth guarantees to run their applications, the
fairness of sharing best-effort bandwidth among multiple
tenants then becomes a primary concern [3], [4], [10], [11],
[12], [13], [14], [15], [16], [17], [18], [19], [20]. Shieh et al. pro-
posed Seawall [3], which stipulated that on all network
links, the share of bandwidth obtained by a VM serving as
the traffic source is proportional to the VM’s predefined net-
work weight. Different from per-VM weights in Seawall,
Lam et al. proposed NetShare [10], where weights were
assigned to each tenant, and used to achieve weighted max-
min fairness on congested links across multiple tenants.
With different weight assignment mechanisms, Popa et al.
pointed out that there is a fundamental tradeoff between
network proportionality and high resource utilization [4].
They proposed a number of desirable properties with
respect to best-effort sharing of inter-VM bandwidth, and
discussed the pros and cons of existing bandwidth sharing
policies. Three new bandwidth allocation policies have also
been proposed, allowing the cloud provider to navigate the
tradeoff space and to obtain the maximum sets of non-con-
flicting desirable properties. From a different perspective of
sharing networks in a private datacenter, Chen ef al. pro-
posed performance-centric fairness [21], [22], [23], [24] and
utility max-min fairness [25], [26], [27] to guide the problem
of bandwidth allocation among flows from multiple data
parallel applications. In this paper, the proposed notion of
fairness combined with our pricing strategy regulates the
allocation of both the guaranteed and the best-effort band-
width, which differentiates us from the existing efforts.

Pricing Bandwidth. Most existing works in the literature
assume that inter-VM bandwidth in a datacenter network is
free of charge to tenants. Yet, it has been acknowledged that
the VM occupancy time and its associated cost to a tenant are
heavily influenced by its bandwidth share across VMs. To
mitigate the problem of unpredictable tenant costs, Ballani
et al. argued that the total cost to a tenant should be indepen-
dent from the location of its VMs [28]." To achieve such loca-
tion-independent costs, it then proposed that the cost to a
tenant per unit time should be the greater of its VM occu-
pancy and bandwidth costs, and that a baseline bandwidth
should be guaranteed to each VM. While our proposed
notion of cost dominant fairness share the general philoso-
phy that application performance in a multi-tenant datacen-
ter should proportionally reflect what a tenant pays for, we

1. TIVC [8] has also assumed that bandwidth costs are passed on to
tenants, but it has not addressed the challenge of how bandwidth is to
be priced explicitly. Instead, it referred the readers to [28].
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wish to systematically explore the entire solution space and
to propose the best possible solution that achieves cost domi-
nant fairness, rather than settling with a preliminary straw-
man approach that requires bandwidth reservations.

Jalaparti et al. proposed a framework of dynamic pricing
and traffic engineering for inter-datacenter network [29].
Their main objective is to achieve high social welfare, which
does not enforce any fairness criterion. Numfabric [30] is
also aimed at maximizing network utility through weighted
fair queueing packet scheduling. Guo et al. proposed a
bandwidth pricing strategy for intra-datacenter networks
[31], with a special focus on bandwidth overcommitment to
improve network utilization. Our proposed strategy does
not overcommit, yet provide and enforce a unified pricing
framework for both the guaranteed bandwidth and the
best-effort shares.

Our Motivation. Although the above recent proposals are
towards the direction of providing more predictable sharing
on datacenter networks, unfortunately, none of them
reveals a complete system design, be they either focus on
virtual network abstraction or network sharing mechanism.
As summarized in FairCloud, each one of them exhibits cer-
tain drawbacks in the tradeoff space. The reason, which we
believe, is largely because they are restricted by the current
pricing model used in the cloud service. As a consequence,
we argue that it is highly desired to have a complete system
design that supports the coexistence of both bandwidth
guaranteed traffic and traffic sharing the network based on
a suitable sharing policy. Users should be given full flexibil-
ity to choose from services with different qualities. Further-
more, the system should be not only a “mixture” of existing
solutions, but should be a unified framework that is guided
by a fundamental principle.

In this paper, we propose a differentiated service model in
sharing the datacenter network. Our system is built based on
a newly designed pricing framework that prices the band-
width in different service types in a datacenter network on
top of the traditional pricing model for VMs, following a fun-
damental fairness principle that we call “cost-dominant fair-
ness.” The key idea lies in that a cloud user will pay
proportionally more if its applications have enjoyed better
performance with more bandwidth resources.

The reason we propose a pricing model for bandwidth
resources in the datacenter network is that, first, we believe
pricing is necessary to a differentiated and hence predictable
performance, which is the first-class objective in IaaS plat-
forms. Without the pricing framework, fairness is an abstract
concept that is hard to justify. What cloud users really desire
is an inter-tenant isolated service with predicated quality.
They would rather pay for the corresponding received ser-
vice, just as they pay for different types of instances in the
cloud, rather than care about the fairness among different
users. In essence, the objective of choosing the cloud service
is to get their own demand satisfied and pay for what they
get, instead of comparing the bandwidth they receive from
other users. Second, by having a pricing framework, many
fundamental tradeoffs in sharing the datacenter network can
be resolved naturally. Take the tradeoff between network
proportionality and high utilization as an example. When
pricing is involved, the emphasize on high utilization can be
relaxed a bit. The reason is that as long as users pay for their
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usage, whether the bandwidth is fully utilized or not will not
bother the cloud provider too much. Rational users will natu-
rally try to minimize their usage to cut the cost. As a cloud
provider, its only objective is to maximize its profit, which is
the truth in reality.

3 A CASE FOR BANDWIDTH PRICING

In this section, we first establish convincing arguments for
explicit bandwidth pricing, and then introduce the notion
of cost dominant fairness.

Guaranteed and Best-Effort Bandwidth. Before we present a
strong case for pricing bandwidth explicitly, we first con-
sider the requirements of cloud applications related to
bandwidth. Consistent with most existing works, we believe
that both guaranteed and best-effort bandwidth shares should
co-exist in the same datacenter network, shared by multiple
tenants.

Guaranteed bandwidth shares are reserved by making
explicit bandwidth reservations, subject to availability and
admission control [5], [6], [7], [8]. Such bandwidth guaran-
tees are provided to a tenant irrespective of competition
from other tenants sharing the same datacenter. In contrast,
best-effort bandwidth corresponds to the traditional way of
sharing bandwidth without any a priori reservation (as in
the current Internet). Since guaranteed and best-effort band-
width shares co-exist, best-effort traffic from different ten-
ants will need to share the residual link bandwidth at each
network link, after guaranteed bandwidth shares are provi-
sioned and accounted for.

An intuitive rationale for supporting both guaranteed
and best-effort bandwidth sharing is to cater to a variety of
tenants with different needs. Bandwidth guarantees cater to
the need of those tenants demanding explicit performance
predictability. If an important MapReduce job needs to
have a lower bound on its worst-case performance, it may
request bandwidth guarantees for its data-intensive shuffle
operations among its VMs. Best-effort shares of bandwidth,
on the other hand, may be sufficient for tenants who lack
precise predictions of bandwidth consumption, or those
who have no strict performance expectations.

The Need to Charge for Reserved Bandwidth Shares. Now, let
us consider a datacenter with both guaranteed and best-
effort bandwidth sharing. Without explicitly pricing mod-
els, a tenant will naturally subscribe to the guaranteed
bandwidth service. Since guaranteed bandwidth shares
enjoy higher priorities than best-effort shares, the tenant
will request a guaranteed bandwidth share that is more
than what it needs at peak demand, even if it does not have
strict needs for performance predictability. Even those ten-
ants who actually require predictable performance would
request larger shares of reserved bandwidth than their
actual predicted demand “just in case,” as idle bandwidth
does not cost them extra. The result is catastrophic to the
bottom line of an IaaS cloud provider’s revenue: less resid-
ual bandwidth is available for best-effort use, while a large
amount of reserved bandwidth remains unused. Naturally,
an laaS provider has to price and charge for bandwidth res-
ervations explicitly.

A Case for Explicit and Differentiated Pricing on Best-Effort
Bandwidth Shares. While most would intuitively agree that it
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Fig. 1. A motivating example of pricing best-effort bandwidth shares.

is necessary to charge for guaranteed bandwidth shares,
they may wonder why best-effort bandwidth shares should
also be priced explicitly, and charged to the tenants.

The first observation we wish to make is that, residual
best-effort bandwidth on each network link is a scarce
resource, shared by competing flows from multiple tenants.
Without explicit pricing for best-effort bandwidth, the gen-
eral rule of thumb in existing papers is to allocate band-
width based on the payment from competing tenants. For
example, bandwidth can be allocated proportionally to the
number of VMs that tenants have leased and paid for [4].
With these solutions, a tenant who wishes to be allocated a
better share of bandwidth will need to lease more VMs. It is
a contrived way to pay for more bandwidth by paying for
more CPU cycles and memory instead, which the tenant
may not need. If best-effort bandwidth is priced explicitly,
it can be allocated proportionally to the bandwidth costs
charged to the tenants, rather than the number of VMs. By
pricing the tenant’s bandwidth shares independently from
its VMs, we can effectively decouple the pricing of band-
width as a resource from that of CPU cycles and memory.

In the example shown in Fig. 1, two tenants share the
datacenter network in a best-effort fashion. Tenant A initi-
ated 2 identical VMs and B initiated 3 of the same type. By
default, bandwidth is not priced, and we suppose that VMs
from A and B will run for the same amount of time (4 time
intervals), during which their inter-VM traffic (A1-A2, B1-
B3 and B2-B3) is sharing a bottleneck link, as illustrated in
the figure. In this case, tenant A is not able to get a larger
bandwidth share than B, simply because with fewer VMs,
A’s total cost is smaller than B, and it will be unfair to B if
A’s share is larger. However, if bandwidth is priced inde-
pendently from VMs, tenant A will have an opportunity to
request for a larger share of best-effort bandwidth by pay-
ing for an additional cost on extra bandwidth in every time
interval. Though tenant A’s cost per time interval has
increased, its application can enjoy a better performance. As
shown in the bottom right of Fig. 1, it takes only 2 time inter-
vals to finish the task by paying for extra best-effort band-
width, and its total cost is also reduced because the price for
best-effort bandwidth is cheaper than VM instance.

In fact, best-effort bandwidth shares should not only be
charged for, they should be charged with differentiated,
rather than uniform, prices. An intuitive rationale for differ-
entiated pricing is that a tenant may wish to accept a higher
price to obtain a larger best-effort share, so that better applica-
tion performance can be attained. With the design and
implementation of a bandwidth allocation algorithm, a
larger best-effort share of the residual bandwidth on a net-
work link can be allocated to a tenant, and the size of its
allocated share depends on the price at which the tenant is
willing to pay for.
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Charging for Best-Effort Bandwidth Shares Simplifies the
Design of Bandwidth Allocation Policies. Without explicit and
differentiated pricing for best-effort bandwidth shares, it
has been quite a challenge to allocate bandwidth fairly
across competing tenants. This is due to a number of desir-
able properties that need to be maintained, such as strategy-
proofness, communication pattern independence, and sym-
metry [4]. By allowing an IaaS cloud provider to charge its
tenants for both guaranteed and best-effort bandwidth
shares explicitly, and by establishing differentiated pricing
for best-effort bandwidth shares, we have not only provided
the flexibility and power for a tenant to obtain a guaranteed
or larger share of bandwidth, but also simplified the design
of fair bandwidth allocation policies. We call the simpler
design principle cost dominant fairness, which stipulates that
bandwidth should be allocated based on the total cost that a
tenant incurs for running its applications in the cloud,
including the costs incurred for both VMs and the band-
width shares. With the principle of cost dominant fairness,
of which a more rigorous definition will be presented later,
desirable properties can be more easily achieved.

4 THE SOLUTION SPACE FOR PRICING BANDWIDTH

Before a comprehensive investigation on bandwidth alloca-
tion following the guiding principle of cost dominant fairness,
we first answer the fundamental question about the cost: how
should reserved and best-effort bandwidth shares be priced,
respectively? Without a proper design of pricing, apart from
failing to realize the objective, the IaaS cloud provider may
prevent a potential tenant from migrating to the cloud, due to
the high cost incurred that is larger than the benefit gained by
the tenant. In this section, we explore the entire solution space,
and conclude with a pricing framework.

Pricing Guaranteed Bandwidth Shares. Reserved bandwidth
are guaranteed to be available to a tenant. Since guaranteed-
bandwidth traffic enjoys a higher priority than best-effort
traffic, it should be priced higher than their best-effort coun-
terpart. If p, denotes the price for guaranteed-bandwidth
traffic, and p; for best-effort traffic, we have p, > p;.

But what is the unit of these prices, p, and p;? Since we are
reserving and consuming bandwidth as a resource after all,
the initial reaction is that these should be prices per unit of
bandwidth, measured in, for example, Mbytes per second.
Now consider two tenants, A and B. Both have reserved the
same amount of bandwidth, but A reserved it for a period of
time that is twice as long as B. Apparently, the bandwidth
cost to A should be twice as much as the cost to B. This
implies that the length of time when bandwidth is reserved
should also play a role when the cost is to be computed, and
p, and p; should be prices per unit of traffic volume, mea-
sured in, for example, GB. Such a unit of pricing conforms to
the status quo in current cloud providers (e.g., Amazon EC2)
when they charge their tenants for bandwidth usage going
in and out of a datacenter, and has been adopted in [28] as
well.

Returning to the issue of pricing guaranteed bandwidth
shares, we emphasize that a tenant will need to pay for the
reserved bandwidth that it requested over the entire reserva-
tion period, rather than the actual traffic volume it has trans-
ferred. This is due to the fact that once reserved, bandwidth
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Fig. 2. Utility gains with different task completion times.

is set aside for the tenant regardless of usage, and will not
be used by other tenants sharing the same network link.

Pricing Best-Effort Bandwidth Shares With Service Levels.
How should differentiated prices for best-effort bandwidth
shares be determined? An intuitive first-cut solution is to
support multiple best-effort service levels, each with their
own prices. More specifically, K service levels can be pro-
vided for the tenants to choose from, each associated with a
price p; per GB, with p; < pi11, ¢ € [0, K — 1]. Traffic trans-
ferred at more expensive levels will be allocated larger
shares of bandwidth, proportional to their prices.

In such a differentiated pricing framework, the parame-
ters of the number of provided service levels, K, and their
prices, p;, should be determined. Let us first consider the
behaviour of tenants in our differentiated pricing frame-
work. Let us assume that there exists a reservation value v;
for each tenant j. If tenant j's net reward — its utility gain
(i.e., benefits) minus its total cost — falls below v; after its
cloud migration, it will not choose to migrate to the cloud.
Then, the net reward that tenant j obtains by choosing the
best-effort service level i can be represented as

Nj‘i = U]‘j — quj — CObt](VlVD .;/J,lf N]7 Z Vj, (1)
gt

which indicates excluding its cost on inter-VM traffic, which
is p;Vj, and its cost on reserving VM instances, i.e.,
Cost;(VM) %, from the utility gain, represented by Uj;, that
tenant j can obtain by subscribing to service level ¢. Specifi-
cally, Vj is the volume of jth inter-VM traffic, f;; is j's allo-
cated bandwidth share, and Cost;(VM) is the reservation
cost per unit time. For example, if n; identical VM instances
with a per-VM price P are reserved to finish the task,
COStj(VM) = F’TL]'.

For a given tenant j, its utility gain Uj; is determined by
its task completion time —f, which is further determined by
the service level i it subscribes to. A rational tenant will
choose a service level that maximizes its expected net
reward. More formally, for each tenant j, it will subscribe to
level i such that

1= arg maxNjﬂ-, s.t. Njﬂ' 2 vj. (2)

Ha et al. [32] has found that most cloud applications can
be roughly categorized into two classes, based on whether
an application is sensitive to its task completion time. Fig. 2
shows an illustration of the utility gains for both classes of
applications. Since the total cost to a tenant includes its costs
on both VMs and bandwidth, if a tenant’s cost is dominated
by its VMs and sensitive to its performance, it will have the
incentive to reduce its task completion time by subscribing
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to a more costly service level, associated with a larger band-
width share. On the other hand, if a tenant only has a few
VMs and is not sensitive to its task completion time, it will
prefer to subscribe to a service level that is less expensive,
in order to minimize its costs on bandwidth. The majority of
tenants who fall in between the two camps may very well
choose a service level in the middle. Based on our back-
of-the-envelope analysis, it is clear that multiple service lev-
els — at least three — are necessary.

Having the tenants’ strategies in mind, the cloud
provider’s problem is to maximize its revenue by choosing
the optimal prices p; for bandwidth shares at each best-
effort service level.

Personalized Pricing for Best-Effort Bandwidth. Now the
problem is how to determine the prices at each level. This is
challenging as a cloud provider certainly wishes to maxi-
mize its revenue by charging the highest possible prices;
while on the other hand, if the prices are too high, the net
reward of each tenant may fall below the acceptable value,
which then discourages the continued usage of the cloud
service. To keep our pricing framework more practical, we
propose to adopt a personalized pricing framework, where
each tenant claims its own price kp,, k € [1, ..., K], as a mul-
tiple of a low baseline price p;(p;, > 0) per GB of best-effort
bandwidth. Since best-effort bandwidth may not assume a
higher price than reserved bandwidth, we have p, > Kp.
The cost for the tenant consists of the the VM cost and band-
width (both guaranteed and best-effort) cost, represented as

Cost(VM) fK + (pr + kpp) %V,
k

where V is the traffic volume and f;, is the actual bandwidth
share it gets. We will have more discussion on the tenant
cost in Section 7.

If we return to the concept of service levels, since the dif-
ference between p, and p, may potentially be large, a large
number of service levels may exist in practice, given each
tenant more flexibility and finer granularity. As a tenant
chooses its own price, it has chosen its service level in effect.
The cloud provider just needs to design and implement an
allocation algorithm that allocates residual best-effort band-
width, according to the tenant’s total payment for both its
VMs and its bandwidth, following the principle of cost
dominant fairness.

As compared to the use of pre-defined service levels, our
personalized pricing framework is simpler: the cloud pro-
vider no longer needs to determine individual prices for
each service level; instead, a potentially larger number of
levels are provided, and it is up to a tenant to choose a level
(and its associated price) that it prefers. To improve its reve-
nue, the cloud provider can still adjust both the baseline
price p, and the price for guaranteed bandwidth shares p,
over time.

5 FAIR SHARING OF BEST-EFFORT BANDWIDTH

In this section, we proceed to discuss how to actually allo-
cate the bandwidth resources to multiple tenants in achiev-
ing cost dominant fairness, by a comprehensive exploration
of all the possibilities.
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Fairness Criteria. While traffic from tenants with different
levels in the best-effort service type need to share the resid-
ual bandwidth in the datacenter network, a proper network
sharing policy is required to achieve fairness among all traf-
fic flows. Before we discuss the sharing policy, we first need
to precisely describe what, exactly, is the notion of fairness
that we wish to achieve. With cost dominant fairness, the
fairness criteria can be summarized as follows:

© When tenants are paying the same price per unit of traffic,
their network-wide bandwidth shares should be propor-
tional to their costs on reserving communicating VMs per
unit time, i.e.,
filai : f]'g,i = COStjl (VM) : COStj2 (Vl\l), Vi € [0, K- 1}

¢ For tenants within different service levels, if they have
incurred the same cost on reserving communicating VMs
per unit time, their network-wide bandwidth shares
should be dominated by (i.e., proportional to) their costs
on inter-VM data transmission per unit of traffic, repre-
sented as

fjlvil : sziQ = Di

With the definition of cost dominant fairness, we con-
sider not only the service level a tenant subscribed to, but
also the number of communicating VMs a tenant has payed
for, as it is certainly unfair if two tenants get exactly the
same network-wide bandwidth share when one has 100
VMs communicating with one another while the other one
has only 2. A tenant should be given larger bandwidth
resource if it subscribed to a more costly service level, or it
has launched more VMs. The concept of cost dominant fair-
ness lays the foundation of this paper. It tightly couples the
notion of fairness with costs as cloud tenants share best-effort
bandwidth in a datacenter network based on service levels.
There is an incentive to ensure that the payment of each ten-
ant corresponds to its received performance. It also gives a
clear definition of fairness, such that the received perfor-
mance by tenants is more predictable. The next critical chal-
lenge in this paper is to design proper sharing policies to
achieve cost dominant fairness, based on a solid theoretical
understanding of the intricacies in this objective.

Traditional sharing policies share bandwidth on each
congested link equally, or in a weighted manner among
flows, source-destination VM pairs, or among sources.
Though they suffer from a variety of potential disadvan-
tages [4], they all take the number of VMs as the propor-
tionality parameter, and do not take the difference
between traffic levels or types into account. To satisfy the
requirements of cost dominant fairness, we need to rede-
sign the sharing policies from scratch. In what follows, we
explore the feasibility of assigning cost proportional
weights at the tenant level, the VM-pair level and the flow
level, respectively.

Per-Tenant Weight. Since we are trying to achieve fairness
among tenants with different service levels at the network
level, our first intuitive and natural solution is to take the
tenant as the unit when bandwidth resources are allocated.
That is, weighted fairness should be achieved among differ-
ent tenants, each with its per-tenant weight.

| Diy, 1f Costj (VM) = Costj, (VM).
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Fig. 3. An illustrative example of sharing policies, where lines connecting
VMs show the traffic pattern of each cloud user.

As the aggregate bandwidth share of each tenant is not
only affected by the number of flows, source-destination
VMs, or sources, but also affected by the service level it sub-
scribes to, the per-tenant weight should incorporate the ser-
vice level prices. Guided by the fairness criteria, we are able
to unify the tenant weights with different service levels and
the different costs on VM reservations. Mathematically, if
we assume that there are K levels in the best-effort service
type, each associated with a price p; per GB, i € [0, K — 1],
we can define a level weight to be w; = p; for each service
level i. We further define a VM weight w, to be the price
charged for a certain type of VM instance v per unit time,
ie., w, = p,. A tenant j's weight on VM reservation can be
represented by w/ = > w,n/, where n/ is the number of
type v VMs tenant j reserves during a charging period.
Then for a tenant j who has subscribed to service level i, its
per-tenant weight w;; should be determined by

wi i wj/ Wit 4t Wy

=—L2: and

Wi wh wji W

, (1wl =w)). 3)

While this seems to be correct at first glance, a simple
example can show that the allocation is unfortunately not cost
dominant fair if we apply the per-tenant weight directly on
congested links. For example, assume there are two tenants A
and B who wish to finish the same task in the datacenter net-
work, one initiated 4 VM instances while the other initiated 2,
shown in Fig. 3. If both of them subscribe to the same service
level, then A should get twice the bandwidth share in the net-
work, dominated by their total costs per unit time. Now
assume tenant A’s weight is 2, then B’s weight will be 1 based
on Eqn. (3). Traffic flows from different source-destination
VM pairs belonging to the same tenant will share the band-
width in a weighted fashion.

On the congested link, L1 and L2 in this example, it is
easy to see that the traffic between each source -destination
VM pair of tenant A will get B x 2x1=2 bandwidth,
resulting in a total of & x 4 =48 bandw1dth share for tenant
A network-wide. The trafﬁc generated by tenant B will get
the remaining B x + = £ bandwidth resources on both L1
and L2, which results m a ratio of 1 regarding the two ten-
ants’ aggregated bandwidth shares. It can be seen that
although it achieves congestion proportionality with ease,
per-tenant weighted sharing fails to be fair at the network
level.

Per-VM-Pair Weight. From this example, we can see that the
cost on communicating VM reservation is obscurely reflected
by the number of communicating source-destination VM
pairs. We then wonder if we can assign weights at a finer
granularity, say, on each communicating source-destination
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VM pair, to achieve cost dominant fairness network-wide? In
this case, weights assigned to each communicating VM pair
belonging to each tenant will only be determined by the ser-
vice level that tenant subscribes to, i.e., the weight for any
communicating VM pair X —Y belonging to tenant j who
subscribed to service level ¢ should be the price per unit of
traffic at service level 4, i.e.,
’lU]X.{Y = Pi-

In the example, traffic between VM pairs Al — A3, A2 —
A4, and Bl — B2 gets the same weight, as both tenants sub-
scribe to the same service level, which results in a band-
width share of £ for tenant A on both link L1 and L2. In
total, tenant A gets B bandwidth share network-wide,
which is twice the aggregate bandwidth share of tenant B,
as required by our definition of cost dominant fairness.

Now, let us assume that tenant B has subscribed to a
more expensive service level, in which he pays twice the
price of tenant A per unit of traffic. Then both tenants
should get the same network-wide bandwidth share based
on cost dominant fairness. Using per VM-pair weight, traffic
between VM pairs Al — A3 and A2 — A4 should get the
same weight that is half of the weight assigned to VM pair
Bl — B2, e.g., wi 4 = wii 4 =1, and wi 5 = 2. Apply-
ing the per VM-pair weighted sharing, tenant A gets L on
both link L1 and L2, and tenant B gets the residual % In
total, both tenants get the same network-wide bandwidth
share as required by cost dominant fairness.

Per-Flow Weight. As it may be possible that there exist mul-
tiple flows between each VM source-destination pair, we
wonder if we can provide weighted proportional shares on
congested links in an even finer granularity, say, at the per-
flow level. However, it turns out that a per-flow weight shar-
ing policy does not provide cost dominant fairness. Suppose
that there are two tenants subscribed to the same service
level, and have the same cost on reserving communicating
VMs in the datacenter network. Based on the requirement of
cost dominant fairness, these two tenants should get exactly
the same network-wide bandwidth share. However, with
weighted share in the flow level, one tenant can easily grab a
larger bandwidth share by initiating a larger number of flows
between the two communicating VMs, without paying extra
costs on traffic. Besides clearly violating the definition of fair-
ness, the per-flow weighted sharing policy also violates the
strategy-proofness property that is required in fair sharing,
which we will discuss in detail soon.

With the three possibilities discussed above, we come to
the conclusion that per VM-pair weight assignment is our best
choice towards achieving cost dominant fairness. Before we get
down to the details of bandwidth allocation in the next sec-
tion, we analyze the desirable network sharing properties
as follows.

Network Sharing Properties. As described in [4], there are a
few desirable properties when sharing the datacenter net-
work among multiple tenants. We find that with our pricing
framework, assigning weights to communicating VM pairs
achieves all the required properties.

Work Conservation. This property states that, if there is at
least one cloud tenant who has traffic to send along a link,
the link can not be idle. More precisely, a network sharing
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policy is said to be work-conserving if links in the datacen-
ter network is either fully allocated, or it satisfies all
demands. Since the bandwidth resource is shared propor-
tionally in a weighted fashion, which always saturate the
available residual bandwidth, the allocation is work con-
serving. Bandwidth that is unused, because the tenant
needs less than its share or because part of its traffic is bot-
tlenecked elsewhere, is re-apportioned among VM pairs
belonging to other tenants of the link in proportion to their
weights.

Symmetry. This property states that the allocated band-
width should not depend on the direction of each flow. For
example, suppose there is one VM sending traffic to two other
VMs on a congested link, the allocated bandwidth between
each VM pair should be the same if we change the role of
source and destination VMs, i.e., letting the two receiving
VMs sending traffic to the originally source VM. Without
explicit pricing of best-effort bandwidth, these properties can
only be achieved with complex weight calculations [4]. With
the per VM-pair weighted sharing policy, this property is
achieved as the bandwidth share is only determined by the
number of communicating VMs and the service level a tenant
subscribed to, but not the direction of its traffic.

Strategy-Proofness. What this property implies is that the
network sharing policy should ensure that cloud tenants
cannot improve their allocations by lying about their
demands [33]. One can see that the per-flow network shar-
ing policy fails to achieve the strategy-proofness property,
as two VMs can increase the allocation between them by
simply instantiating more flows. However, our per VM-pair
weighted fairness satisfies this property, since a cloud ten-
ant’s utility remains the same for any demand declaration
given the chosen service level and the number of communi-
cating VMs. With the involvement of prices, rational tenants
will not try to grab more bandwidth allocation by subscrib-
ing to more costly service levels, simply because more costly
levels are associated with higher prices, and hence indicat-
ing more costs to the cloud tenant.

Network Proportionality. This property implies that the
network resource should be shared among cloud tenants
based on their payments, just as any other resource in the
cloud. This property is the most critical property in a fair
network sharing policy, and it also is the most challenging
one to achieve. It is shown in [4] that even with very compli-
cated weight assignment mechanisms, the best achievable
proportionality is its relaxed variant, such as congestion
proportionality. With cost dominant fairness, we are able to
improve the proportionality towards the network level with
the per VM-pair weighted sharing policy. It achieves better
network proportionality than just the link level or conges-
tion level, yet with a very simple design.

6 ALLOCATING BANDWIDTH WITH PER VM-PAIR
WEIGHTS

In this section, we present a distributed rate allocation algo-
rithm that achieves weighted proportional fairness across
traffic from different VM pairs.

With the weight of traffic between each VM-pair consid-
ered, an allocation of rates f = {fx y,VX — Y} is propor-
tional fair if it is feasible, i.e., all assigned rates are
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non-negative, and the sum of assigned rates on each link is
smaller than the link capacity, and if for any other feasible
allocation f’, the aggregate of proportional changes is zero
or negative

WY fxoy — fx-v <o, )
X7 fx-y

where w¥~V is the weight for traffic from VM X to Y. It is
proved in the classic network utility maximization frame-
work that, there exists one unique proportional fair alloca-
tion for a given network, and such allocation is obtained by
maximizing the sum of utilities of all VM pairs over the set
of feasible allocations, with the utility function of each VM
pair being the log function of the source rate [34].

We consider a datacenter network with L links, each
with a residual capacity ¢; to be allocated to all traffic in the
best-effort service type. Let { X — Y’} represent the set for all
VM pairs, in which traffic are transmitted at rate fx_y for
each VM pair, using a fixed set of links L(X —Y') in its path,
based on the routing protocol used in the datacenter net-
work. If we associate each source X — Y a utility function
Ux_y(fx-y) =log(fx_y), the weighted proportional fair
bandwidth allocation for all flows can be obtained by solv-
ing the following optimization problem:

max Z w* log (fx-v) )]

20 (X7

s.t. Z

X—-Y:eL(X-Y)

fX—Y S cl, Vlv (6)

where Eqn. (6) states the capacity constraints for all links.
Based on dual decomposition, we can define the
Lagrangian as

L=> [wMog(fxv) = XV fx v+ Na, (M)
l

where )\; > 0 is the Lagrange multiplier (link price) associ-
ated with the linear rate constraint on link /, and \¥Y =
>ier(x—y) A is the aggregate path congestion price of those
links used by the traffic between X — Y. Since the first term
in the Lagrangian function is separable in X —Y, the
X — Y'th Lagrangian to be maximized by each VM-pair X —
Y for the given \* is

max wX_YIOg (fx-v)— )\X_YfoY» ®)
Ifx-y=0

with the unique optimum obtained by

,wX—Y wX—Y

f*, ()\X—Y): — —. (9)
ey ZZEL()@Y) AAXY

The master dual problem is

XY
max w log
ax 3

s.t. N > 0, V.

Z )\X*Y

leL(X-Y)

- Z)\ZCI
l

(10)
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The dual problem can be solved by using the gradient pro-
jection method, where the dual variables are adjusted in the
opposite direction to the gradient

NE+1) = [N —al e - FeyOXY@) ||
X-Y:eL(X-Y)

(11)

where ¢ is the iteration index, « > 0 is a sufficiently small
positive step-size, and [|" denotes the projection onto the
nonnegative orthant [35].

With this solution, the source of each VM pair optimizes
its own sending rate by solving problem (8), for the given
aggregate path congestion price used by the certain traffic;
and links in the network update their corresponding link
prices using Eqn. (11) in each iteration, based on the weights
of VM pairs going through each link. Since the sources may
be located with different distances from the links in the
datacenter network, a certain link price may be probed by
different sources at different rates, and also such feedback
will reach their destinations after variable delays in an
unknown order. It is hard to ensure that the updates at both
flow sources and links are synchronized in a datacenter net-
work. Therefore, we propose to allocate the bandwidth
among each VM pair fairly in an asynchronous and distributed
manner, which is proved to be optimal and converging [36].

The key idea is that each source updates its sending rate
at time intervals Tx_y C {1,2,...,}, by solving the optimi-
zation problem (8) based on its current knowledge of the
link prices. That is, at time ¢t ¢ Tx_y, fx_y(t +1) = fx_y(¢).
Similarly, each link updates its link price at time 7; C
{1,2,...,}. At time t ¢ Tj, the link prices remain the same.
When a source or a link tries to update its sending rate or
link price, it uses an estimated aggregate path congestion price

/\XA*y(t) or estimated source rates fx_y(t) by averaging the
last received data, i.e.,

t
MY ()= 3 wpd XY (#), and
t=t—t
; 12)
fxv(®) = > aufxy(t),

t'=t—t

where ZE':H&O xy = 1.

To summarize, our bandwidth allocation algorithm takes
the weights of traffic originated from a VM instance to other
VM instances and the feedback from all links used by its
traffic as input, and decides the optimal bandwidth share
for the originating traffic belonging to each VM pairs.
Shown in Algorithm 1, traffic sources and links in the data-
center network update their sending rates and link prices,
respectively at different times, based on their estimations by
using the current knowledge, and broadcast their updated
values to the network, until satisfying the termination
criterion.

More specifically, to implement and enforce the band-
width allocation, the server hosting a sender VM can imple-
ment a shim layer between the VM and the network
interface, using software-based token bucket filters to limit
the rate of each VM-pair, similar to Seawall [3]. The shim will
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piggyback the information of calculated rate (fx_y(t + 1) at
time ¢ € T,) on the packets (from VM X to Y), by reusing
unused bits in existing packet headers or simply adding
extra header. When packets traverse along the path, the VM-
pair rate information will be available to switches. Each
switch retrieves the VM-pair rates from the packets passing
by and updates each link price periodically (1ine 10), which
are feasible given the popularity of Software-Defined Net-
working (SDN) in datacenters. The calculated link prices will
be sent in separate packets to the source VMs, which will
then be used at the shim layers to update rate limits (1ine 4).

Algorithm 1. The Bandwidth Allocation Algorithm

1: Initialize (Sett =0and )\, = ¢, V)

2: while |[A(t +1) — A(¢)| > 5do

3: Each VM stores the newly received ¢, link prices in its
local memory, with the older ones being replaced.

4:  Each link stores the newly received ¢, source rates that go
through this link in its local memory, with the older ones

being replaced.

5: if Timet € T, then

6: Eaxcl}l, source chooses a sending rate fx_y(t+1)=
)\1;(—71’(0 , where AX~Y(¢) is obtained by Eqn. (12).

7: Each source of X —Y broadcasts the current source
rate to all the links in its path.

8: endif

9: if Time ¢ € T, then

10: Each link updates its link price \/(t+ 1) = [A(t) —

aler = X x yier(x-v) fx—y(®)]", where fy_y(t) is
obtained by Eqn. (12).

11: Each link [ broadcasts its new link prices to all the sour-
ces that go through it.
12:  endif

13: end while

7 BILLING TOWARDS COST DOMINANT FAIRNESS

It is not difficult to find out that even with per VM-pair
weights, there is still no guarantee that users in the same
service level will get exactly the same bandwidth share sys-
tem-wide. It is even possible that users in cheaper levels can
get more aggregated bandwidth share than users from
more costly levels, as the VM placement and current net-
work status will affect the actual aggregated bandwidth
share of a user.

The underlying reason is that the weight proportionality
guaranteed with per VM-pair weight assignment is limited
to the group of VM pairs that share the same bottleneck
link. Given a pair of VMs from tenant A and and a pair
from tenant B, if their inter-VM traffic traverses through dif-
ferent bottleneck links (shared by different groups of flows),
they are very likely to receive different bandwidth share
even if they are in the same service level, because their bot-
tleneck links have different degrees of congestion.

The problem is difficult, if not impossible, to solve from
the cloud provider’s perspective. In order to compute the
optimal weight for each user, it is necessary to trace the
locations of congested links precisely in the datacenter net-
work with respect to traffic between each VM pair of every
user, which is hard (and perhaps unnecessary) to achieve in
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Fig. 4. An illustration of the proposed billing strategy.

practice. Even if the congested links are located, a sophisti-
cated network sharing policy is required to achieve the fair-
ness requirement without violating the work conservation
property. FairCloud has also verified this argument, as all
existing fairness bandwidth sharing policies in datacenter
networks, including the ones proposed by the work itself,
fail to achieve network-wide proportionality [4].

We propose that, instead of solving the fairness problem
directly, users subscribed to the same service level should
be charged differently based on their actual achievable rate.
The main idea in our billing strategy is that, users should be
compensated accordingly if they paid more than what they
are getting. In other words, the net reward a user obtains by
completing a task at a service level should be unrelated to
the underlying traffic pattern, which results in different
bandwidth shares among users at the same service level.

More formally, let us get started from the most costly
level, i.e., level 0. Assume the largest achievable network-
wide bandwidth share across all users is fy,a:—0, and the
user who gets the largest network share at this level is
charged by py, the price per traffic unit associated service
level 0. Then literally the largest network share in other lev-
els should be proportional to the price compared to level 0,
ie., foaei = 1% fmaz—o,Vi. Fig. 4 presents an illustration of
our proposed f)illing strategy, with three subscription levels
as an example, to be elaborated in what follows.

In real datacenter networks, it might be possible that a
user in a certain level 7 gets larger bandwidth share than the
literal largest bandwidth share in this level, f,4,—i. In our
billing strategy, those users will be charged by p;, only pay-
ing for fy..—i of their bandwidth share. The reason is that
although those users receive more bandwidth resources
than the literal value, they only signed for the level with
price p;, and there is no reason to let users pay for the addi-
tionally obtained idle resources assigned by the system to
preserve work conservation. As shown in Fig. 4, in the sec-
ond shaded block, a user subscribed to level 1 but received
bandwidth share greater than f,,,,—1, as represented by the
uppermost short horizontal line. Despite receiving more
bandwidth, this user will only be charged by p;, as anno-
tated in the figure with an arrow.

It might also be the case that users subscribed to a more
costly level receive lower network-wide bandwidth share
due to congestion than the actual largest bandwidth share
of its higher level next (i.e., the next level with a larger index
value which is less expensive). To deal with this case, we
propose that users in this case will be categorized into the
next higher level. If the largest network share in one level is
smaller than that of a higher level, all users in this service
level will be charged as users in the higher level. The
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rationale is that although users may have subscribed to a
more costly service level, if they do not receive more band-
width share than users in less costly levels, there is no rea-
son to charge them more money. In other words, cost
incurred to a user should correspond to its received band-
width share, which follows our cost dominant fairness pol-
icy. Still with Fig. 4 as an example, in the second shaded
block, a user that originally subscribed to level 0 receives a
bandwidth share that is less than the largest actual network
share of level 1, as represented by the leftmost horizontal
line in this block. This user will be categorized into level 1
subscription. With the same analysis as in the previous
case, this user will be charged by p;.

Now with the re-categorized service levels, how should
users be charged if their received bandwidth share is
smaller than the literal largest network shares? Let us
assume that there are n; users who subscribed to each ser-
vice level i, and the actual achievable network-wide band-
width share for each user is f;;,j € [1,n;]. Without loss of
generality, we can reorder the indexes of users such that
fii = fi+14.J € [1,n;—1]. For user j at level i who gets the
bandwidth share fi;11 < fji < fma—i, what our proposed
billing strategy does is that the user will be charged based
on a discounted price p;;, such that

cj* Y + Cost;j (VM) * 14 +pixV; =
ji fii
v v (13)
¢j* —+ Cost; (VM) x —= + p; x V.
fi fii

In Eqn. (13), ¢; reflects the tolerance of a user j in the task
completion time, i.e., the larger c; is, the more urgent the
task is. V; states the total traffic incurred by completing user
J's task, and Cost;(VM) shows the costs incurred to user j
by VM reservation. What this equation implies is that, user
j should be charged based on a price such that his net
reward remains the same if his task is completed by getting
the largest possible network share at this service level. From
Eqn. (13), we can obtain the actual billing price to user j, j #
1, at service level i as

Pji =DPi — [CJ' + COSt]'(VM)} |:L — i:| .
fii hu

As illustrated in Fig. 4, in the first shaded block, two users in
level 0 belong to the case that their received bandwidth
share is smaller than the largest network share f,,.,—o. They
will receive their discounted prices, p; o and ps, according
to Eqn. (14). In the second shaded block, a user original sub-
scribed to level 0 receives a bandwidth share smaller than
fmaz—1, Tepresented by the horizontal line annotated with
p1,1. This user will first be recategorized to level 1 user, as
discussed in the previous case, and then be charged with a
discounted price p; ;.

(14)

8 [EXPERIMENTAL RESULTS

To enforce per-VM-pair weights, similar to Seawall [3], our
proposed bandwidth allocation algorithm can be imple-
mented as rate controlled logical tunnels at the shim layer
between the VMs and the network interface, in all the physi-
cal servers across the datacenter network. In order to
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Fig. 5. The convergence of flow rates with a small group of 4 VM pairs,
each with one flow.

evaluate our bandwidth allocation algorithm, we have
implemented it in the Mininet 2.0 emulation testbed [39],
and evaluated it over a k = 4 fat-tree topology with 4 pods,
16 end hosts, and 20 switches, with a link capacity of 1 Mbps
on all the links in the network. To facilitate our evaluation,
we use RipL, a Python library to build our OpenFlow con-
troller that supports ECMP as the routing protocol, and
records the path that each flow follows in the fat-tree topol-
ogy. In addition, we use a network bandwidth monitoring
tool called Bandwidth Monitor NG (bwm-ng) to measure the
edge load at each network interface. The edge load statistics
obtained by our bandwidth monitor are provided as input to
our implementation of our bandwidth allocation algorithm
every second.

To make it simpler to control the sending rates, we use
UDP as the transport protocol for all our flows in the net-
work, and use the iperf tool as the traffic generator,
according to the flow rates computed by our algorithm. The
main objective in our experiments is to evaluate the effec-
tiveness of our bandwidth allocation algorithm to achieve
weighted proportional fairness in an emulated fat-tree data-
center network. When comparisons are called for, we
choose to compare with both Hedera [37] and MPTCP [38]
(specifically the congestion control part), for the same set of
source-destination VM pairs in our experiments. Hedera
has been proposed to adaptively schedule active flows to
non-conflicting paths to maximize the aggregated network
utilization without using multiple paths, and MPTCP is the
most representative multi-path transport protocol, imple-
mented in the Linux kernel.

Bandwidth  Allocation: Convergence. We first present
whether or not flow rates will converge over time with our
bandwidth allocation algorithm. We run our experiment
with a small group of 4 flows between their respective VM
pairs with equal weights, and Fig. 5 presents a visual illus-
tration on how the rates of all four flows are able to con-
verge after a period of 20 iterations with our algorithm, and
the convergence leads to a proportional fair allocation of
rates to all four flows.

Bandwidth Allocation: Weighted Proportional Fairness. To
show the effectiveness of our bandwidth allocation algo-
rithm on enforcing weighted proportional fairness, we run
our experiments with a larger group of 10 flows with equal
weights, and compare its results with both Hedera and
MPTCP. Fig. 6 shows the respective rates of all 10 flows
after convergence, as compared to both Hedera and
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Fig. 6. The converged flow rates (of 10 flows) with our bandwidth alloca-
tion algorithm, as compared to both Hedera [37] and MPTCP [38].
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Fig. 7. The CDF of edge load statistics with 10 flows.

MPTCP. We can easily see that our algorithm has achieved
weighted proportional fairness perfectly, with equal shares
of bandwidth allocated to flows when they compete for a
congested link. For flows with no competition, they are able
to saturate the link capacities along their paths. In compari-
son, both Hedera and MPTCP are able to achieve similar
flow rates as our algorithm when there is no competition
among the flows; yet with competing flows, both fail to allo-
cate the bottleneck bandwidth fairly according to the flow
weights.

Combined with our results on the edge load CDF from all
48 edges in the network as shown in Fig. 7, we can see that our
algorithm is able to utilize link bandwidth approximately as
well as Hedera, yet with better fairness achieved among com-
peting flows. Literally, our algorithm is able to deprive the
resources unfairly allocated to the “rich” flows by both
Hedera and MPTCP, and re-allocate them to the “poor” flows
so that they are allocated equal bandwidth shares.

To magnify the illustration of our fairness comparison,
Fig. 8 has singled out the only two pairs of sessions compet-
ing with each other for link capacities: Flow 1 versus 9; as
well as Flow 4 versus 10. From this illustration, we can eas-
ily see the major difference between our proposed algo-
rithm and Hedera/MPTCP with respect to fairness. The
conclusion is crystal clear: our proposed algorithm is able to
outperform both Hedera and MPTCP with respect to fair-
ness between the competing flows.

Large-Scale Simulation. We further conducted simulations
with a larger-scale to demonstrate the effectiveness and per-
formance of our proposed bandwidth allocation algorithm
towards cost dominant fairness. Particularly, we consider a
datacenter of the fat-tree topology with 8 pods, which
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Fig. 8. In a three-way comparison with Hedera [37] and MPTCP [38],
only the proposed bandwidth allocation algorithm has achieved weighted
proportional fairness.
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Fig. 10. Convergence of three sessions in simulation group 1.

interconnect 128 servers that can host more than 1,000 VMs.
The link bandwidth is set as 1 Gbps at the edge and the net-
work has an over-subscription factor of 1:1 with full bisection
bandwidth. Our traffic load is generated as 100 inter-VM
flows, with 30 percent as intra-pod and 60 percent across
pods through the core switches. The starting rate of each
flow is randomly set as a real value within the cap of link
capacity. The weights of flows are also randomly specified in
the range of (0,5], to differentiate their importance associated
with the service levels that their users subscribe to.

Fig. 9 shows the convergence statistics of the 100 flows. As
observed, the number of iterations required before conver-
gence is 24 at most. 90 percent of the flows converge within
20 iterations, and 35 percent require no more than 10 itera-
tions to converge. Fig. 10 shows the sending rate dynamics
for three randomly selected flows given our bandwidth allo-
cation mechanism. Starting with randomly generated flow
rates, these flow sessions are able to converge to their respec-
tive bandwidth allocation that is regulated by cost dominant
fairness. As observed in the figure, Session A, B and C even-
tually achieve the sending rates of 52.9,79.4 and 131.6 Mbps,
respectively. It is worth noting that Session A and B are allo-
cated with proportional bandwidth to their weights of 2 and
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Fig. 13. Converged flow rates in comparison with per-flow fairness in
simulation group 2.

3, but Session C with weight of 5 does not achieve this pro-
portionality. This is because Session C traverses a different
bottleneck link which is more crowded. We further investi-
gate four flows that compete with each other for the same
bottleneck link. The comparison of the allocated bandwidth
among the four flows with our cost dominant fair allocation
and per-flow fair allocation is illustrated in Fig. 11. Intui-
tively, with per-flow fairness in conventional TCP, all of the
flows will achieve the same bandwidth, neglecting the factor
of subscribed service level for best-effort bandwidth. In con-
trast, with our bandwidth allocation, the sessions with the
weight proportionality of 2:3:0.8:1 achieve the same propor-
tionality for their converged flow rates, satisfying the cost
dominant fairness.

Similar analysis applies to Figs. 12 and 13 in our second
simulation group. Fig. 12 demonstrates that the randomly
selected four flows are able to converge fast with our band-
width allocation mechanism, and their final allocated rates
are proportional to their weights (2, 3, 5, respectively). Four
flows sharing the same bottleneck link are singled out in
Fig. 13 to magnify the illustration of fairness comparison.
Given the weight proportionality of 2:3:1:2.5 for Session a, b, ¢
and d, it is easily verified that their flow rates exhibit the same
proportionality and cost dominant fairness has been achieved.

Finally, we have conducted another group of simulation to
investigate flow rate convergence given different starting rates.
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Fig. 14. Convergence of three sessions in simulation group 3, with differ-
ent initial rates.

The two subfigures in Fig. 14 present the flow rate convergence
of the same set of flows, under the same setting except for
different starting rates. As observed, regardless of the initial
rate, each of the flows will converge to the same sending rate,
ie., 81.7 Mbps for Session 1, 116.6 Mbps for Session 5 and
384.6 Mbps for Session 30, determined by its weight.

Discussion. While our work is focused more on theoreti-
cal model perspective and our current evaluation is for
proof-of-concept, it would be interesting to see how the
proposed framework works in the real datacenter environ-
ment of an IaaS provider. We present a personalized pric-
ing framework, with the baseline price p, for best-effort
bandwidth and the price p, for guaranteed bandwidth,
allowing the cloud user to specify service level k. In this
framework, how to set and adjust the unit prices p, and p,,
as well as the VM reservation price, is a complementary
direction to our current work. As bandwidth is now
charged separately, it is intuitive that VM reservation price
needs to be adjusted. For cloud users without inter-VM
traffic, the VM reservation price should be intuitively low-
ered to some extent. For all the users with inter-VM traffic,
it is reasonable to set the prices such that compared with
the conventional pricing, they would be charged more
only if they achieve better network performance (faster
flow completion). From the perspective of the IaaS pro-
vider, to improve its revenue, the provider can make opti-
mal decisions from time to time based on the behavior of
the cloud users, and the game-theoretical framework
would be a promising tool to investigate the interaction
and dynamics between cloud users and the provider [40].

Another concern is the implementation of bandwidth
allocation. We use a simple weight assignment scheme in
our bandwidth allocation, followed by a discounted billing
strategy, to realize our objective of cost dominant fairness.
As an alternative, weight assignment and bandwidth alloca-
tion could be designed with more delicacy, which hopefully
can eliminate the need of discounted billing for compensa-
tion. For example, we may use a more sophisticated weight
assignment scheme based on the global knowledge of all
the traffic in the network, and enforce the rate assignment
by modifying the switches in the network core to control
traffic with rate limiters and weighted fair queues. Our cur-
rent design is driven by the ease of deployment, which only
requires the hosts to limit rates based on feedback from the
paths. Given that an IaaS cloud provider has full access to
its datacenter network and SDN switches have gained pop-
ularity, we believe that a provider can flexibly switch to
alternative strategies that are more intricate, when it wishes
to mitigate the burden of discounted billing.
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9 CONCLUDING REMARKS

With tenants leasing CPU and memory in the form of VMs
but using inter-VM bandwidth in datacenter networks free
of charge, irrespective of the definition of fairness for band-
width sharing, it is very challenging to achieve such fairness
with network-wide proportionality [4]. Existing work pro-
posed to allocate bandwidth based on the number of VMs
that tenants have paid for. In this paper, we strongly advo-
cate that a tenant should be given the flexibility to obtain
more bandwidth, by pricing inter-VM bandwidth explicitly
and separately from pricing VM reservations, using the
notion of cost dominant fairness. It stipulates that bandwidth
should be allocated based on the total cost that a tenant
incurs, and that a tenant will pay proportionally more if it
enjoys better performance. The highlight of this paper is a
study on how weighted proportional fairness can be satis-
fied using a distributed bandwidth allocator, based on a
problem formulation using network utility maximization.
Using the Mininet emulation testbed and simulations, we
have shown that algorithm allocates bandwidth in a fair
manner, and outperforms existing solutions with respect to
fairness.
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