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Abstract—In distributed storage systems, a substantial volume
of data are stored in a distributed fashion, across a large number
of storage nodes. To maintain data integrity, when existing
storage nodes fail, lost data are regenerated at replacement
nodes. Regenerating multiple data losses in batches can reduce
the consumption of bandwidth. However, existing schemes are
only able to achieve lower bandwidth consumption by utilizing a
large number of participating nodes. In this paper, we propose
a cooperative pipelined regeneration process that regenerates
multiple data losses cooperatively with much fewer participating
nodes. We show that cooperative pipelined regeneration is not
only able to maintain optimal data integrity, but also able to
further reduce the consumption of bandwidth as well.

I. INTRODUCTION

Distributed storage systems provide a large-volume storage
service by storing data in a large number of storage nodes. Due
to the large number of storage nodes and their commodity
nature, failures of storage nodes should be regarded as the
rule, rather than exceptions. Thus, to maintain data integrity,
redundancy should be stored in the system to tolerate failures
of storage nodes. When some storage nodes fail to work, data
remain available from other operating storage nodes.

The ability of tolerating node failures depends on how
redundancy is achieved. Maximum Distance Separable (MDS)
codes are able to achieve the optimal tolerance ability. By
encoding the original file into n coded blocks and storing
coded blocks into n different storage nodes, MDS codes can
guarantee the recoverability property that any k storage nodes
among the n storage nodes can recover the original file.

To maintain the ability to tolerate node failures, data losses
incurred by such failures should be regenerated in replacement
nodes, called newcomers. Traditional MDS codes, such as
Reed-Solomon codes [1], can regenerate a coded block only
after recovering the entire original data from at least k storage
nodes, called providers. Inspired by network coding [2], ran-
dom linear codes [3] and regenerating codes [4] can also main-
tain the recoverability property with the same storage overhead
as traditional MDS codes. Different from traditional MDS
codes and random linear codes, regenerating codes introduce
an optimal trade-off between storage capacity and bandwidth
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consumption during regeneration. Specifically, if one storage
node is allowed to store % bits of a M -bit file, which is the
same storage required by traditional MDS codes and random
linear codes, Minimum-Storage Regenerating (MSR) codes
minimize the consumption of bandwidth to approximately %
bits when the number of providers is large enough, yet with
a higher computational cost than random linear codes [5].

In some distributed storage systems, such as Total Recall
[6], in order to prevent unnecessary regeneration incurred
by temporary node departures, the regeneration process will
not be triggered until a certain number of node failures
has been detected, and then data losses are regenerated in
batches. Compared with regenerating multiple data losses in
different newcomers independently, the cooperation among
newcomers can further reduce the consumption of bandwidth
[7], [8]. The more nodes participating during regeneration,
the less bandwidth will be consumed. However, in practical
systems, it is not desirable to engage a large number of nodes
during regeneration, due to its weak resilience to node churns
and high management complexity. A higher computational
overhead will also be introduced by more participating nodes
[5]. In some systems where nodes can sleep when they
are idle and wake up on demand, more participating nodes
in the regeneration process can also result in more energy
consumption.

Some techniques (e.g., simple regenerating codes [9]), have
been proposed to reduce the number of participating nodes
during regeneration and thus incur a much lower number of
disk I/O operations on participating nodes during regeneration.
However, they either fail to maintain the recoverability prop-
erty, or are not designed for regenerating multiple data losses.
In this paper, we propose a cooperative pipelined regeneration
process to regenerate multiple data losses in batches. We intro-
duce a new type of nodes into the regeneration process, called
apprentices. During each round of pipelined regeneration,
apprentices and newcomers all receive data from providers.
After regeneration, newcomers are partially regenerated and
become apprentices. Apprentices accumulate data in more than
one round of pipelined regeneration. After apprentices have
received enough data to regenerate coded blocks, they become
fully regenerated and finally ‘“graduate” to become storage
nodes. As shown in Fig. 1, though newcomers can be fully
regenerated after more than one round of cooperative pipelined
regeneration, to compensate for data losses, a corresponding
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Fig. 1. Two consecutive rounds of cooperative pipelined regeneration.

number of apprentices that have been introduced as newcomers
several rounds of regeneration before can be fully regenerated
in this round of regeneration, maintaining the recoverability
property. Moreover, even though additional apprentices are
introduced, the pipelined regeneration process is still able to
reduce the number of participating nodes since much fewer
providers are utilized during regeneration, implying a much
fewer disk I/O operations. Moreover, the bandwidth consump-
tion can also be reduced, which can only be achieved by
incurring even more participating nodes during conventional
regeneration. We design cooperative pipelined regeneration
processes based on random linear codes and regenerating
codes, preserving the recoverability property of these codes.
Though apprentices introduce additional storage overhead, we
show that it is marginal in practical distributed storage systems.

II. BACKGROUND AND RELATED WORK

Distributed storage systems store redundancy to tolerate
node failures. Compared with simply storing replications,
coded redundancy is able to provide a higher level of data
integrity since every coded bit can provide innovative infor-
mation for data recovery [10]. MDS codes can guarantee
the optimal data integrity with the same storage overhead.
However, supposing that the size of the original file is M
bits and storage nodes store coded blocks of size % bits,
traditional MDS codes require both receiving M bits from
at least k providers and recovering the original file before
regenerating only one coded block.

Random linear codes [3] (with a high probability on a large
Galois field) can perform as well as traditional MDS codes.
Dividing the original file into k£ blocks and encoding them into
random linear combinations on a Galois Field GF(2?), random
linear codes can regenerate a coded block by encoding any &
coded blocks without recovering the original file. If the size of
the Galois Field GF(29) is very large (such as ¢ = 16 or 32),
random linear codes can guarantee the recoverability property
with a high probability after a reasonably large number of
regeneration processes, as the upper bound of the probability
of failures scales inversely proportionally to the size of the
Galois field [11].

{@ provider @ newcomer]

(a) traditional MDS codes or
random linear codes

(b) MSR codes

Fig. 2. Conventional regeneration processes with multiple newcomers for
traditional MDS codes, random linear codes and MSR codes.

On the other hand, Minimum-Storage Regenerating (MSR)
codes [4] are able to regenerate coded blocks with the least
bandwidth consumption among MDS codes. MSR codes di-
vide the original file into k(d —k+1) segments (d > k), and a
coded block contains d — k4 1 coded segments that are linear
combinations of these segments on GF(29). To regenerate a
coded block, the newcomer needs to download only a linear
combination of the d — k + 1 coded segments in a coded
block from each of d providers. Thus, the consumption of
bandwidth is % bits, converging to % bits when d
is large enough. MSR codes can be constructed in a static
way [12]. When ¢ is large enough, randomized MSR codes
can also guarantee the recoverability property [4] with a high
probability. However, Duminuco and Biersack [5] have shown
that MSR codes incur a much higher computational overhead
than random linear codes during regeneration.

Random linear codes and randomized MSR codes regener-
ate coded blocks in a functional manner, i.e., the regenerated
blocks are not exactly the lost ones, but can be used to
recover the original file with any other £ — 1 coded blocks.
The construction of exact MSR codes require either a certain
combination of d and k [13], [14], or infinite sub-packetization
[15], [16], which is impractical to our knowledge. In this paper,
we focus on the functional regeneration.

Cooperation among newcomers can help to further reduce
the bandwidth consumption during regeneration. As for tradi-
tional MDS codes and random linear codes shown in Fig. 2(a),
one newcomer can be selected to receive data from k providers
and regenerate coded blocks for itself and all other newcomers.
If there are r newcomers, the average bandwidth consumed to
regenerate one coded block is reduced to % . % bits.
On the other hand, as for cooperative MSR codes [17][18],
supposing that there are d providers and r newcomers during
regeneration (d > k,r > 1), each storage node stores one
coded block containing d — k + r coded segments that are
linear combinations of the k(d —k+r) segments divided from
the original file. During regeneration, each newcomer receives
one linear combination of d — k + r coded segments in each
provider, and then sends one linear combination of received
coded segments to each of other newcomers, as shown in
Fig. 2(b). In this process, each newcomer receives % . fil:,lci?
bits from d providers and other » — 1 newcomers. When the
number of providers does not change, cooperative regeneration




codes further reduce the consumption of bandwidth during
regeneration with an increase of newcomers.

An increase in the number of participating nodes during re-
generation may lead to higher management and computational
complexity, weaker resilience to node churns and more energy
consumption. Duminuco and Biersack [19] have proposed
hierarchical codes that introduce a trade-off between data in-
tegrity and the consumption of bandwidth during regeneration.
Hierarchical codes are able to regenerate a coded block from
a subset of k£ coded blocks. The size of the subset, however,
can vary from 2 to k and the recoverability property is no
longer maintained. Self-repairing codes [8], [20] minimize
the number of coded blocks required during regeneration. To
regenerate one coded block, the newcomer can connect to
specific pairs of two providers. Nevertheless, the recoverability
property can not be maintained, either. Simple regenerating
codes [9] and fractional repetition codes [21] can maintain the
recoverability property while the newcomer need to connect
to a low number of providers during regeneration. However,
they both require storage nodes to store data more than what
is required by MDS codes. Moreover, though these works can
save the consumption of bandwidth by reducing the number
of participating nodes during regeneration, none of them can
reach the lower bound of the bandwidth consumption achieved
by MSR codes, while still preserving the recoverability prop-
erty.

A pipelined regeneration process with MSR codes [22]
has been proposed for a single failure. However, it fails
to utilize multiple newcomers cooperatively, and can only
support MSR codes. In this paper, we propose new functional
regeneration processes that can utilize multiple newcomers
in a cooperative fashion, thus further saving the bandwidth
consumption. In addition, both random linear codes and MSR
codes can be supported by our regeneration processes, and
thus the recoverability property can be maintained.

III. SYSTEM MODEL AND
COOPERATIVE PIPELINED REGENERATION

Suppose that one file of size M bits is stored in the
distributed storage system. To maintain the data integrity, the
system stores coded blocks of this file, of size % bits, into
n storage nodes. Coded blocks are encoded such that the
recoverability property is maintained, in that any k storage
nodes suffice to recover the original file. We discuss two
codes that can achieve this property in this paper: random lin-
ear codes and Minimum-Storage Regenerating (MSR) codes.
Specifically, we use a randomized implementation of MSR
codes proposed by Duminuco and Biersack [5] in this paper.

Both random linear codes and MSR codes encode the
original file into coded blocks of size % bits. Each storage
node stores at most one coded block. Specifically, with random
linear codes, coded blocks are random linear combinations
of k blocks divided from the original file, requiring coded
blocks from k providers to regenerate one coded block. With
randomized MSR codes, coded blocks contain N — k£ coded

segments that are random linear combinations of k(N — k)

segments divided from the original file (N > k), requiring
N participating nodes (including at least k£ providers) during
regeneration. We do not consider the impact of storage and
communication overhead incurred by coefficients of coded
blocks (coded segments), since the size of coded blocks (coded
segments) is significantly larger than coefficients in practical
distributed storage systems [11], [5].

As shown in Sec. II, the encoding operations of both random
linear codes and MSR codes are performed on a Galois Field
GF(2%). When ¢ equals 16 or 32, the recoverability can be
achieved with a high probability. Thus, we do not consider
the issue of linear dependence in this paper.

We now describe the basic idea of cooperative pipelined
regeneration. Because random linear codes and MSR codes,
on which we build the cooperative pipelined regeneration,
regenerate data in a functional manner, cooperative pipelined
regeneration we propose in this paper should also be cat-
egorized as functional regeneration. As long as a certain
number of r coded blocks, which may be in storage nodes or
apprentices, are lost (r > 1), a round of cooperative pipelined
regeneration with » newcomers will be triggered. If » = 1,
cooperative regeneration will be degraded to be independent.
We use v providers during cooperative pipelined regeneration,
v > 1. Newcomers receive data (coded blocks with random
linear codes or coded segments with MSR codes) from other
participating nodes and encode received data into partially
regenerated coded blocks. Thus, after this round of regener-
ation, newcomers will be partially regenerated and become
apprentices. During the next round of cooperative pipelined
regeneration, apprentices and r new newcomers receive data
from other participating nodes with another set of v providers.
The value of v is selected such that r apprentices will be
fully regenerated, i.e., they contact k providers with random
linear codes or N — 1 participating nodes with MSR codes,
and “graduate” to become storage nodes after o + 1 rounds
(o > 1) of cooperative pipelined regeneration (including the
one as newcomers). Thus, there are always ar apprentices in
the system. Throughout cooperative pipelined regeneration, r
newcomers appear and r apprentices become storage nodes,
keeping the number of storage nodes stable in the system.

It is required that there is no provider appearing more
than once within o + 1 consecutive rounds of cooperative
pipelined regeneration, and thus newcomers and apprentices
can always obtain innovative data during each round of
regeneration. The distributed storage system can enforce this
requirement by storing the identifiers of participating nodes
in the latest « rounds of regeneration as the metadata of the
corresponding file. If an apprentice A has received data from
~ other participating nodes, the rank of its coded block B’
is rank(B’) = ~. When rank(B’) > k with random linear
codes or rank(B’) > N — 1 with MSR codes, the block has
a full rank and thus it can recover the original data with
coded blocks in other £ — 1 storage nodes, preserving the
recoverability property. We will show cooperative regeneration
processes for random linear codes and MSR codes and analyze
their respective performance in Sec. IV and Sec. V.
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Fig. 3. An example of cooperative pipelined regeneration process (r =
a = v = 2) with random linear codes, including 2 newcomers, 2 junior
apprentices, 2 senior apprentices and 2 providers. 3;; represents random
coefficients of coded blocks conveyed through the corresponding connection.

IV. REGENERATION WITH RANDOM LINEAR CODES
A. Transmission

There are three types of nodes participating in the coopera-
tive regeneration process with random linear codes, including
r newcomers (Ny,..., N,.), v providers (P, ..., P,), and ar
apprentices (Ay, ..., Ayr). The coded block of A; is referred
toas Bl,i=1,...,ar. Without loss of generality, we assume
that rank(B]) > rank(Bj) > > rank(B/,). Among
the ar apprentices, Ai,..., A, are also denoted as senior
apprentices, and one of the r senior apprentices is selected
as the root. Other apprentices, A,41,. .., Aar, are referred to
as junior apprentices.

During regeneration, all providers send their coded blocks
to the root. The root updates its coded block by encoding these
coded blocks with its own coded block. Meanwhile, it sends
one random linear combination of received blocks to each
of the other senior apprentices. These senior apprentices also
encode their own coded blocks with received blocks. Thus,
the rank of the coded block in each senior apprentice will be
increased by v. The values of v and « are set such that all
senior apprentices can be fully regenerated. All non-root senior
apprentices return their coded blocks to the root. Now the root
owns v + r fully regenerated coded blocks (v from providers,
one from itself, and » — 1 from non-root senior apprentices),
and it sends one linear combination of these v+ coded blocks
to each of the junior apprentices and the newcomers. All junior
apprentices encode their coded blocks with received blocks,
increasing the ranks of their coded blocks by v + r, and all
newcomers store the received blocks, of rank v + 7.

Fig. 3 illustrates a cooperative pipelined regeneration pro-

cess with random linear codes. The value of k£ is 10 in this
example. However, there are only 8 nodes participating during
regeneration, including 2 newcomers (r = 2), 4 apprentices
(ar = 4, i.e, @ = 2) and 2 providers (v = 2). In each
round of cooperative pipelined regeneration, newcomers can
get coded blocks of rank 4, junior apprentices increase the
ranks of their coded blocks by 4, and senior apprentices
increase the ranks of their coded blocks by 2. Thus, every
newcomer will have a coded block with a rank of 10, and
thus become fully regenerated after 3 rounds of cooperative
pipelined regeneration. However, since the size of each coded
block is % bits (k = 10) and only 8 coded blocks are
transferred during regeneration, the bandwidth consumed can
be reduced from gM bits, which is required to regenerate two
coded blocks in batches during conventional regeneration (see
Fig. 2(a)), to %M bits, saving the consumption of bandwidth
by 33%.

In a 4+ 1 consecutive rounds of cooperative pipelined re-
generation, a storage node is required to act as a provider at
most once, such that apprentices and newcomers can always
obtain innovative coded blocks. In case any apprentices fail
to work before they are fully regenerated, we use storage
nodes that have not been used in recent o + 1 rounds of
cooperative pipelined regeneration to replace failed appren-
tices, when these apprentices would have acted as senior
apprentices. Specifically, if a senior apprentice fails to work,
we use a new storage node to replace it in the next round
of cooperative pipelined regeneration. If a junior apprentice
that has accomplished 7 rounds of regeneration (1 < 7 < «)
fails, one additional storage node should be selected to replace
it in the next (o + 1 — T)th round of cooperative pipelined
regeneration, when it would have become a senior apprentice.
Thus, the number of participating nodes does not increase,
and newcomers and junior apprentices can still receive coded
blocks of rank v + r. Moreover, the storage node selected to
replace the failed apprentice just receives, encodes and sends
out data, but does not need to update its own coded block,
since its block has already been fully regenerated before. This
storage node should not be used again in recent « + 1 rounds
of pipelined regeneration as a provider, or to replace a failed
apprentice.

B. Number of participating nodes

The number of participating nodes depends on the values
of v and a. We first show feasible values of v and a.

Since it is required that senior apprentices can be fully
regenerated after each round of cooperative pipelined regener-
ation, the ranks of their coded blocks should be no less than .
During cooperative pipelined regeneration, a node can obtain a
coded block with a rank of v+ as a newcomer, and increase
the rank of its coded block by v 4 r as a junior apprentice
and by v as a senior apprentice. Therefore, after a4 1 rounds
of cooperative pipelined regeneration, the rank of the coded
block in a senior apprentice is a(v + r) + v. Since random
linear codes encode at least k coded blocks to regenerate one
coded block, the senior apprentice becomes fully regenerated



if and only if
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According to the analysis above, we obtain the following
theorem.

Theorem 1: If a(v+1r)+v > k, the values of v and « are
feasible, i.e., coded blocks in senior apprentices can always
be fully regenerated after each round of cooperative pipelined
regeneration.

We now investigate how to minimize v + (a + 1)r, the
number of participating nodes, with the constraint of (1). Let
I =v+ (a+ 1)r, and then substitute v with [ — (a4 1)r in
(1):

k—ar
I > 1 2
> (a+1)r+ ) 2)

k+r

= 1 _—
(a+ )r—|—a+1 r 3)

> 2y/r(k+7r)—r. “)

The equality in (4) is achieved if and only if @ = 4/1 + % -1
Then the minimum value of [ is i, = 2+/r(k +7r) —r, and
Vv = lpin — (@ + 1)r = \/r(k+7r) —r. Note that o < 1
when r > % Since cooperative pipelined regeneration requires
that & > 1, the regeneration process will be degraded to
conventional regeneration when r > % To support cooperative
pipelined regeneration, we require that r < % We believe that
the feasible range of r is large enough in practical distributed
storage systems where k is set large enough to improve the
resilience to data losses (e.g., kK = 100 in Wuala [23]).

Therefore, we obtain the following theorem.

Theorem 2: To regenerate r coded blocks with random
linear codes (r < g), the minimum number of partic-
ipating nodes during cooperative pipelined regeneration is

lmin = 2\/W—r, while o = 1—|—§—1and
r(k+r)—r.

During conventional regeneration, we need at least k
providers to regenerate coded blocks while maintaining the
recoverability property. Thus, when there are r newcomers,
there should be at least k + r participating nodes. However,
we can easily get

V=

rk+r)—r<r+k+r)—r=k+r. (5

lmm::2

The equality in (5) is achieved only when r = k + r, which
is impossible in practical systems since £ > 0. Therefore,
cooperative pipelined regeneration is always able to consume
fewer participating nodes than conventional regeneration.

Since the values of v and « should always be integers, in
practice we can set the values of o and v as {\/ 1+ 'jJ -1
ka’flr-‘, respectively.

Fig. 4 shows the practical numbers of participating nodes
in the processes of conventional and cooperative pipelined
regeneration when £ = 60,80, and 100. When r < k.
cooperative pipelined regeneration is able to save up to 81.1%
participating nodes. We notice that though one coded block
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Fig. 4. A comparison of the respective number of participating nodes in
the processes of cooperative pipelined regeneration (CPR) and conventional
regeneration (CR), when k£ = 60, 80, and 100.

needs at least 100 providers to regenerate when & = 100,
the number of participating nodes utilized during cooperative
pipelined regeneration never exceed 100, even though there
are more than 30 newcomers.

C. Bandwidth consumption

Now we analyze the consumption of bandwidth during
cooperative pipelined regeneration with random linear codes.
Throughout the process of cooperative pipelined regenera-
tion, there are v connections from v providers to the root,
2(r — 1) connections between the root and r — 1 non-root
senior apprentices, and «ar connections from the root to
junior apprentices and newcomers. Thus, there are a total of
v+ 2(r — 1) + ar connections. One coded block is conveyed
through each connection, and thus the bandwidth consumed is
2 (v+2(r—1) + ar) bits.

By (4), we can get

v+2(r—1)+ar (6)

> Amin t7—2 (N

= 2(y/r(k+r)-1). (8)

Thus, the lower bound of the bandwidth consumption is % .

2(/k(k +r) — 1) bits. The equality in (7) is achieved when

a=/1+%—Tandv=1/r(k+r)—r.

During conventional regeneration, there are k + r — 1
connections that also convey coded blocks of size % bits.
As r is required to be no more than %, Theorem 3 compares
the bandwidth consumption between cooperative pipelined
regeneration and conventional regeneration.

Theorem 3: When r < g, cooperative pipelined regenera-
tion consumes less bandwidth than conventional regeneration.

Proof: When 7 < % 2./r(k+r) < k + r. Since
2(y/r(k+7)—1) < k+r—2 < k+r—1, cooperative pipelined
regeneration that transfers 2(y/r(k+r) — 1) coded blocks
consumes less bandwidth than conventional regeneration that
transfers k£ + r — 1 coded blocks. |

Fig. 5 illustrates the bandwidth consumption of cooperative
pipelined regeneration and conventional regeneration with
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practical values of v and «, in terms of the number of coded
blocks conveyed during regeneration. When the condition
r < % is satisfied, cooperative pipelined regeneration can
always incur less consumption of bandwidth.

D. Storage overhead

During conventional regeneration with random linear codes,
at least k providers must be contacted. If the distributed storage
system is designed to tolerate r failed storage nodes, there
must be at least k£ + r storage nodes in the system. We show
that cooperative pipelined regeneration requires the system
to not only maintain at least k 4+ r storage nodes, but also
spend additional storage space for apprentices. However, this
additional storage overhead is marginal.

Theorem 4: To support cooperative pipelined regeneration,
the system should maintain at least k£ 4 r storage nodes and

\/r(k + r) — r apprentices.

Proof: By Theorem 2, there must be at least apinr =
\/r(k 4+ r) — r apprentices in the system.

Since a coded block can be regenerated by contacting k
providers, the amount of redundancy is enough if and only if
v providers that have not appeared in the previous a rounds
of cooperative pipelined regeneration can always be found.

A round of cooperative pipelined regeneration is triggered
when r node failures have been detected. If a failed node is
a storage node that has not been used in recent a + 1 rounds
of cooperative pipelined regeneration, the required number of
available storage nodes remains to be v. If a failed node is
an available storage node, the required number of available
storage nodes should be increased by 1. If a failed node is a
senior apprentice, one more storage node will be required to
replace this apprentice during regeneration. If a failed node
is a junior apprentice that has accomplished 7 rounds of
regeneration (1 < 7 < «), the required number of storage
nodes remains the same. However, in the next (1 + a — T)th
rounds regeneration, two more available storage nodes may
be required. Therefore, the total number of required available
storage nodes remains the same during o + 1 rounds of
cooperative pipelined regeneration. Overall, since there are
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rounds of cooperative pipelined regeneration, where failed nodes are all
available storage nodes.

r failed nodes before regeneration, the average number of
required available storage nodes is at most v + 7.

We suppose that each round of cooperative pipelined regen-
eration requires v + r available storage nodes. Without loss
of generality, we assume that failed nodes are all available
storage nodes. As shown in Fig. 6, v + r available storage
nodes become unavailable to the double-circled apprentices
after each round of cooperative pipelined regeneration. Fully
regenerated senior apprentices are also unavailable because
they have also sent their coded blocks to the double-circled
apprentices. Assume that there are x storage nodes available
to the double-circled newcomer before its first round of regen-
eration. There are x — (v + r) nodes available after o rounds
of regeneration. Before the (a + 1)th round of regeneration,
v + r additional available storage nodes are required, i.e.,

r—alv+r)>v+r 9)

By (1), x > a(v +71) +v+1r > k+r. Therefore, the system
should maintain at least k£ + r storage nodes. [ ]

Theorem 4 points out that apart from apprentices that are
required by cooperative pipelined regeneration, the distributed
storage system should still maintain at least & + r storage
nodes, since storage nodes can be used as providers at most
once in « + 1 consecutive rounds of cooperative pipelined
regeneration. However, because r < % during cooperative
pipelined regeneration, it is easy to prove that /r(k + r)—r >
g. Thus, the additional1 storage space required by apprentices

will be no more than 3 of the original file. Considering that
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Fig. 7. An example of the cooperative pipelined regeneration process (r =
o = v = 2) with MSR codes (k = 3, N = 12), including 2 newcomers,
2 junior apprentices, 2 senior apprentices and 2 providers. Each connection
conveys one coded segment.

in practical distributed storage systems, redundant data stored
is usually more than three times of the original file (3x in
Google File System by default [24] and 4.17x in Wuala [23]),
this storage overhead is marginal.

V. REGENERATION WITH REGENERATING CODES
A. Transmission

Similar to cooperative pipelined regeneration with random
linear codes, there are also three types of nodes in the cooper-
ative pipelined regeneration process with Minimum-Storage
Regenerating (MSR) codes: r newcomers (Ny,...,N,), v
providers (P, ..., P,) and ar apprentices (A1, ..., Ay.). We
refer to the coded block of A; as Bg, ¢t = 1,...,ar, and
assume that rank(Bj]) > rank(B}) > > rank(B.,).
Aj,..., A, are referred to as senior apprentices and other
apprentices are referred to as junior apprentices.

During regeneration, all providers send one coded segment,
which is a random linear combination of coded segments in
their coded blocks, to each of the » newcomers and the ar
apprentices. Each senior apprentice then sends (o + 1)r — 1
random linear combinations of coded segments it has received
from providers in recent o + 1 rounds of regeneration to all
other apprentices and newcomers. Throughout this process,
senior apprentices get v + r — 1 coded segments, and junior
apprentices and newcomers receive v + r coded segments.
Since each coded block is supposed to contain N — k coded
segments in our model, as described in Sec. III, each senior
apprentice encodes all coded segments they have received so
far into NV — k coded segments, and groups them as one coded
block.

Fig. 7 shows an example of cooperative pipelined regen-
eration (r = a = v = 2). We suppose that 3 coded
blocks can recover the original file (kK = 3), and each fully
regenerated coded block contains 9 coded blocks (N = 12).
Since there are 22 connections that convey a total of 22 coded
segments, only % . 29—2M bits are transferred. As shown in
Sec. II, 12 nodes are required to regenerate two coded blocks
with the same bandwidth consumption during conventional
regeneration. Thus, cooperative pipelined regeneration is able
to save 33.3% of participating nodes by requiring only 8 nodes,
while consuming the same amount of bandwidth. We will
show later that the bandwidth consumption and participating
nodes can both be saved by increasing the value of N.

Similar to cooperative pipelined regeneration with random
linear codes, we use storage nodes that have not been used in
recent a+ 1 rounds of regeneration to replace the role of failed
apprentices during regeneration. Like other storage nodes used
as providers, they can not be used again in o + 1 consecutive
rounds of regeneration.

B. Number of participating nodes

We first analyze the feasible values of v and a. We show
that feasible values of v and « can guarantee that o+ 1 rounds
of cooperative pipelined regeneration can be mapped to one
round of conventional regeneration with NV participating nodes.

As shown in Sec. II, in the conventional regeneration pro-
cess with MSR codes, to regenerate r coded blocks [18], all
newcomers should receive coded segments from all providers,
and then each newcomer sends linear combinations of coded
segments it has received to all other newcomers. Newcomers
then encode received segments to N — k coded segments, and
group them into one coded block that is able to preserve the
recoverability property.

Given 7 senior apprentice Ai,...,A,, which are fully
regenerated after one round of cooperative pipelined regen-
eration, they have received (o« + 1)v coded segments from
(a + 1)v providers Pi,..., P41y, in the recent o + 1
rounds of regeneration. There are also ar senior apprentices,
Ay, Aas1)r» in the previous « rounds of regenera-
tion. We map these a + 1 rounds of cooperative pipelined
regeneration into one conventional regeneration by mapping

Ar, o Aty o (a4 1)r newcomers (A/’l, ce, A//(a+1)r)
and Py,..., Piay1), to (a+1)r providers (P, ..., P(a+1)u)'

We also map the connection to the corresponding pair of
nodes in the conventional regeneration process. Thus, A
(@ = 1,...,7) receives coded segments from all providers
P ... ,P(’a +1, and all other newcomers.

Now we show that A7 ,,..., AE(X 1), also receive coded
segments from Py, .. .,P(’ wt1)y after mapping. Actually,
Aryi,y. .. vA(a+1)r receive coded segments from some other
providers that are not mapped into the conventional regenera-
tion process. Assume that one such senior apprentice receives
coded segments from providers P11, .., Pijat1),l <
i < a. Since (a + 1)r > k, coded segments stored in these
providers can all be regarded as linear combinations of coded

segments stored in P, ..., Poy1),. As all coded segments a
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Fig. 8. Comparison of participating nodes in the processes of cooperative
pipelined regeneration (CPR) and conventional regeneration (CR) with MSR
codes, N = 60, 80, and 100.

newcomer receives are random linear combinations of coded
segments stored in providers, it is functionally equivalent with
the fact that, these coded segments received are random linear
combinations of coded segments stored in Pi,..., Pai1)p-
Therefore, coded blocks regenerated in A}, ..., Al are regen-
erated equivalently with (o + 1)v providers and (o« + 1)r
newcomers in a conventional regeneration process, which
requires IV participating nodes and k providers to preserve the
recoverability property. By the analysis above, we can easily
obtain the following theorem.

Theorem 5: If (¢ +1)(v +r) > N and (o + 1)v > k, all
senior apprentices can be fully regenerated after cooperative
pipelined regeneration with MSR codes.

By the conditions required by Theorem 5, we analyze the
values of v and « that require the minimum number of
participating nodes.

Theorem 6: To regenerate r coded block containing N — k
coded segments in one round of pipelined cooperative re-
generation, the minimum number of participating nodes is
lmin:2m—r,whena: %—l,u:m—r,
and k < N —/Nr.

Proof: By Theorem 5, N < («a + 1)(v + r). Thus,
v > X _ . The total number of participating nodes during

a+1
cooperative plpehned regeneration 1s

N
(oz—l—l)r—i—uz(a+1)r+?—r22vN7‘—r. (10)
a

Equalities in (10) are achieved when o = 1/% —land v =

V/Nr —r. Thus, k is required to be no more than (a4 1)v =
N —/Nr. u

Since the minimum number of participating nodes dur-
ing cooperative pipelined regeneration with MSR codes is
2v/Nr —r < (N 4+7) —r = N, the number of participating
nodes can always be saved unless » = V.

In practice, we can set the values of o and v as L / g—‘ -1

and [\/ N r—‘ — r, respectively. In such settings, when r < N,
« is always no less than 1, which guarantees a round of coop-

erative pipelined regeneration. Moreover, when 7 < % N,

we can always reduce the number of participating nodes.
Similar to cooperative pipelined regeneration with random
linear codes, we also believe that this range of r is large
enough in practical distributed storage systems, where k is
usually set to be large enough and N should be larger than &
to save bandwidth consumption.

Fig. 8 illustrates the number of participating nodes with
practical values of o and v, when N = 60,80, and 100,
assuming that k is always feasible (e.g., k¥ = 30). We set the
number of newcomers () no more than 3’2\/5 - N and find that
the number of participating nodes can always be less than V.
We notice that the saving in the number of participating nodes
is more significant when the number of newcomers is small,
since the values of a and v both increase with the increasing
of r, while conventional regeneration always requires N nodes
participating no matter how many newcomers there are.

C. Bandwidth consumption

According to the transmission scheme during cooperative
pipelined regeneration with MSR codes, there are v(a + 1)r
connections that convey coded segments from providers to
apprentices and newcomers, and r [(« + 1)r — 1] connections
from r senior apprentices to all other apprentices and new-
comers. Thus, by Theorem 5, there are a total of v(a +
r+r[(a+1)r—1] > r(N — 1) connections. Since each
connection conveys one coded segment of size % bits,
the minimum bandwidth consumption to regenerate r coded
blocks is % -r bits, which is exactly the same amount of
the bandwidth consumption required by conventional regener-
ation with r newcomers using MSR codes.

On the other hand, if we keep using the same number of
participating nodes, we can store data encoded by MSR codes
with a much higher N with the help of cooperative pipelined
regeneration, further saving the consumption of bandwidth.
Supposing that at most n» nodes can participate during re-
generation, by (10), the maximum N can be supported by
cooperative pipelined regeneration is Npy.x = (”I:f, while
N must be no more than n for conventional regeneration.

In practice, we can let o = L”Q’TTJ and v = LMJ

2

bandwidth consumption (Gb)

0.0 ! !
%0 60 70 80 90 100
maximum number of participating nodes (n)

Fig. 9. Comparison of the bandwidth consumption in the processes of coop-
erative pipelined regeneration (CPR, & = 40,r = 2,4, 8) and conventional
regeneration (CR). The size of the original file is 1 Gb.



where r < n. Thus, the maximum N that can be supported
by pipelined regeneration is (o + 1)(v +r) < %. By
storing data encoded by MSR codes with a large N, we can
further reduce the bandwidth consumption during regeneration
significantly. For example, we assume the size of the original
file is 1 Gb. When & = 40 and r = 2, the bandwidth
consumption can be saved by 38% — 77%, as shown in Fig. 9.
The bandwidth consumption of conventional regeneration does
not change with r. During cooperative pipelined regeneration,
the bandwidth consumption will increase slightly with r.
However, the saving of the bandwidth consumption remains
significant. Moreover, to save both participating nodes and the
consumption of bandwidth, the system can select the value of

N between n and || - [ 20

D. Storage overhead

We use the same method in Theorem 4 to analyze the stor-
age overhead brought by cooperative pipelined regeneration
with MSR codes. Assume that at least x storage nodes must
be maintained in the system. Since no storage node can be
used twice in « + 1 consecutive rounds of regeneration, (9)
still holds. By Theorem 5, > (o + 1)(v + ) > N. In other
words, at least N storage nodes must be maintained in the
system, which is the same number required by conventional
regeneration with MSR codes.

Though cooperative pipelined regeneration with MSR codes
does not require more storage nodes than conventional regen-
eration, there are also ar apprentices in the system, incurring
additional storage overhead. Since the minimum number of
participating nodes is achieved when ar = v/ Nr — r by
Theorem 6, we obtain the following theorem.

Theorem 7: To support cooperative pipelined regeneration
with MSR codes, the distributed storage system should main-
tain at least N storage nodes and v/ N7 — r apprentices.

Since VN7 —r < %, the storage overhead brought by ap-
prentices is marginal in practical distributed storage systems.

VI. CONCLUSION

In this paper, we study the process of data regeneration
in failed storage nodes in distributed storage systems. The
highlight of this paper is to propose a new cooperative
pipelined regeneration mechanism, which depends on both
node cooperation and pipelined regeneration to significantly
reduce the number of participating nodes and the consumption
of bandwidth during regeneration, as compared to existing
schemes in the literature. We show that cooperative pipelined
regeneration can maintain the optimal integrity of data by
supporting both random linear codes and minimum-storage
regenerating codes. Though cooperative pipelined regeneration
incurs additional storage overhead in the system, we show
that such overhead is marginal in practical distributed storage
systems.
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