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Abstract—The Multicast and Broadcast Service (MBS) in transmissions in multi-channel wireless networks. Thenmai
WIMAX has emerged as the next-generation wireless infrastruc- difficulty of multicast scheduling is caused by the diverse
ture to broadcast data or digital video. Multicast scheduling  cnanne| conditions of users in the multicast session. Relsea

protocols play a critical role in achieving efficient multicast L . . .
transmissions in MBS. However, the current state-of-the-art attention in most previous work [2], [3] is mainly focused on

protocols, based on the shared-channel single-hop transmissionalleviating such a negative impact by formulating the ncalst

model, do not exploit any potential advantages provided by the in a single-hop shared-channel communication model, and

channel and cooperative diversity in multicast sessions, even vid maximizing the total throughput in multicast users.

WIMAX OFDMA provides such convenience. The inefficient o 5 given multicast session, different downlink users

multicast transmission leads to the under-utilization of scarce . . s

wireless bandwidth. experience d|fferent chapnel coqd|t|ons, and th_e gamgmehan
In this paper, we revisit the multicast scheduling problem, €xperiences different gains on different transmissioksljres-

but with a new perspective in the specific case of MBS in pecially when user mobility is considered. This diversitgym

WIMAX, considering the use of multiple ODFMA channels, become a positive factor in multicast sessions, if we exploi

multiple hops, and multiple paths simultaneously. Participating jig potential advantages by allowing users to cooperativel

users in the multicast session are dynamically enabled as relayscomr.b te to each other as relavs. S erative commu-
and concurrently communicate with others to supply more data. ibu ys. p v u

During the transmission, random network coding is adopted, Nication has been shown to improve throughput of multiple
which helps to significantly reduce the overhead. We design unicast sessions by simultaneously exploring the broadcas

practical scheduling protocols by jointly studying the problems of nature of a shared wireless channel and the cooperationgamon
channel and power allocation on relays, which are very critical for multiple users [4], but not fully explored and employed in

efficient cooperative communication. Protocols that are theort . . . . .
cally and practically feasible are provided to optimize multicast multicast scheduling yet, especially in WIMAX MBS.

rates and to efficiently allocate resources in the network. Finally, ~ The adoption of Orthogonal Frequency Division Multiple
with simulation studies, we evaluate our proposed protocols to Access (OFDMA) in WIMAX makes the use of multiple or-

highlight the effectiveness of cooperative communication and thogonal sub-channels realistic, which allows for the toidal
random netw?rk coding in multicast scheduling with respect 10 ¢onyenience of supporting concurrent transmissions Via di
IMproving performance. ferent sub-channels without interference. However, roadi

|. INTRODUCTION protocols that are currently proposed in MBS are primitive

. . . i hey fall hi i
The Multicast and Broadcast Service (MBS) in mult|ln nature, as they fail to embrace this unique advantages

. . f WIMAX k f h ch I
channel wireless networks.g. IEEE 802.16 WiMAX [1]) © !  and to take advantage of both channel and

h d th ¢ i irel nfrastatiu cooperative diversity to improve the multicast performanc
as emerged as the next-generation WIreless Infrasteibur ., ;¢ paper, we revisit the traditional multicast schéauyl

. . B?oblem, but with a new perspective of considering multiple
of MBS, the Base Station broadcasts or multicasts data ngs, multiple paths, and multiple channels at the same, time

the downlink using robust modulation and coding schemes fSther than the system models with a single shared channel.

provide reliable transmissions for all the users, as inlial We seek to design protocols to dynamically assign multicast

fl\jgdsbaljk (such as hAR(? and d HARQ) is .notthsuppor:ed bl?sﬁfrs as relays, and ask them to cooperatively transmitalata
- TIOWEVET, SUuch a dependence on using the most robygte peers. The basic idea, explained intuitively, is tissrs

modulation and coding schemes to counter the most advem good channel conditions can forward the received data

O i e T M0a 1 h remaining sers o nee hel. I s case, he Base
: 9 ation may use a much higher rate to multicast data to all

tions would not enjoy flow rates that are commensurate wif ers, leading to more efficient use of bandwidth,

:geé;t% orntglttjoslsr,s avjit;hf)o:)era:;zacr?nrz:n:onngifig?]rsmnator IS US€lrpe paq news, however, is. that it ig challenging to schedule

. . transmissions in a cooperative fashion. Relays do not have

. How to properly sel_ept a mulfucast _rate_hz{ultlc.a.st schedul— sufficient knowledge on which packets their neighbors need.
ing protocols play a critical role in achieving efficient ricast Blindly “pushing” packets that are not needed to other peers

This work was supported in part by Bell Canada through it$ Beiversity will incur a substantial degree of overhead. To address this
Laboratories R&D program, and by a grant from LG Electronics. challenge, we propose to take advantage of the favoralde rat



as one of the most promising information theoretic appreach

less properties afandom network codingvhich has emerged B

000 000 = = & 1 -

to improve throughput, especially in wireless networks. [5] “*'\ ¥ / N MS;S
MS4

With random network coding, all packets are encoded wit mss ‘ °

random linear codes, and all coded data blocks could | s -
considered equally useful and innovative. With the datdy ful BN 8 \0'8

mixed, relays can freely “push” innovative blocks to their / \1\ Mss * e N
downlink multicast members. Without dictating which packe o s 1\015 O

is from which source, receivers only need to “hold” a “bucket e uss U wsr

and collect a sufficient amount of data from their upstrear

nodes. With the help Of. random network chlng, the OYerh_eatg) Conventional multicast (b) Cooperative multicast scheme

can be substantially mitigated in cooperative commurocati scheme _ _ _

The Base Station only needs to multicast coded blocks ff§: 1. Hustrative examples to show the advantages of oatipe multicast
. . scheduling with random network coding in WiMAX. The number each

a rateless fashion, until all users are able to reconsthet {ink in (b) indicates the packet delivery rate from the BS he MS.

original data by receiving a sufficient number of linearldén

. . multicasts data with 10 packets per second. Under this rate,
pendent coded blocks, regardless of their channel conditio P P

MS2 still reliably receives all the packets due to its good

The salient highlight of our contributions in this PaP€thannel condition, while MS1 only receives 70% as it is
is a multicast scheduling framework that exploits poténtig, .. 00 the B’S Taking advantage wfays which are

beneﬂtst_made possm_JIet_by mul':jlple (()jrthogor:al S;b'cdh_ann‘;jabled in WIMAX, we ask MS2 who is close to MS1
po?ﬁera |v|<_e t(_:ommL:nlcta I?rl:/’lsg _ rei/rc/_l\(;brzxnesworr] co "19’ cooperatively transmit data to it through a separate sub-
In the realistic context o In Wi - Such a sys emchannel, aiming to compensate its loss. Via different paths

model has not been previously considered in the Iiteraltmrel\t/ISl receives data simultaneously from both BS and MS2
Bhd is able to collect 10 packets per second. Benefited from
this cooperative communication, the total throughput onlMS
and MS2dramatically increasesto 20 packets per second.
To get more gains, the BS even can use higher multicast rate.
Although none of MSs is able to correctly receive all the data
reliably (In the example, MS5, MS6 and MS7 get data directly
{rom BS by 90%, 50% and 80% respectively), they could
hntribute to each other to achieve reliable transmissicitis

timization problems, by jointly considering relay assigmt
channel allocation and power control, which are very ailtic
for efficient cooperative communication. Both theoretiaat
practical solutions are provided, and then evaluated ierext
sive simulations. Corroborating our intuition, our prattscare
able to improve multicast throughput substantially.

The remainder of the paper is organized as follows.
Sec. Il, we intuitively show the advantages of our mUIticaﬂ]‘gher throughput, as shown in Fig. 1(b)
scheduling protocols with illustrative examples. In Sdt, | ' i '

. i T To fully exploit the potential benefits, we apply random
we review related work on multicast scheduling in W'rele.sﬁetwork coding on the transmissions. All the enclosed piacke

networks. From Sec. IV to Sec. VI, we present the dea%% encoded and issued by the BS and equally innovative if

O.f our multicast schgduling protocols and conduct eXtGmSiYhey are linearly independent. The MS is able to produce
simulation for evaluation. In Sec. VII, we analyze the owsxith new coded packets by encoding all the innovative ones it

g)écou\;lﬁroposed protocols. Finally, we conclude our paper %:orrectly receives and push them to the downlink MSs. With

the help of random network coding, the overhead can be
Il. ILLUSTRATIVE EXAMPLES substantially reduced. Moreover, the transmission riitiab

We now use illustrative examples in WiMAX networkstan be maintained as the transmissions are performed in
to show the potential benefits made possible by app|yiﬁgrateless fashion until all users correctly receive seffici
multiple channels, cooperative communication and randdi¥mber of coded packets.
network coding in multicast scheduling. In the network, the The design objective of multicast scheduling with coopera-
Base Station (BS) multicasts data and Mobile Stations (M3&je communication and random network coding in WiMAX is
collect the data in the downlink. According to the convendib t© realize all the potential benefits described in thesatimeu
multicast scheduling as shown in Fig. 1(a), the BS has g¥amples. To achieve such an objective, there are a number of
multicast data using robust modulation and coding schemeg?facticalchallenges
ensure the reliable transmissions to all MSs. In the example> How to dynamically assign multicast users as relays and
we assume the multicast rate is 5 packets per second. Thus, apply random network coding in cooperative communi-
the total throughput at MS1 and MS2 is 10 packets per second. cation to tightly fit in the design of WiMAX MBS?
However, this reliability under-utilizes the wireless dandth, > How to optimally allocate sub-channels for cooperative
as the MSs in good channel conditions (MS2 in this example) communication to obtain maximum benefits on multicast
get data in a conservative low rate. performance even with limited amount of bandwidth?

To effectively use the wireless spectrum, the BS may use> How to efficiently allocate power for cooperative commu-
higher rate for multicasting. As shown in Fig. 1(b), the BS nication when the energy on relays is highly constrained?



Our responses to these challenges constitute the flow Tdfe objective is to find the optimal multicast rate, as well
presentation in this paper. as the most efficient cooperative communication schedule,
to maximize the aggregate throughput on all users under a

I1l. RELATED WORK proportional fairness criteria which is able to strike a goo

Multicast scheduling has been extensively studied in tiiilance between utilization and fairness and its robustnes
literature. The CDMA2000 1xEV-DO networks [6] adopt awith respect to changes in topology and power constraints
simple multicast scheduling scheme that takes the mosstobjg]. We perform scheduling at each time slot, thus the ovVeral
modulation and coding scheme to transmit data. As we hayerformance will be optimized in the long term [9].
previously elaborated, such a scheme under-utilizes egsel o ) .
resources. As a potential remedial solution, in [2], matic A OPtimizing Multicast Scheduling
members are divided into two groups with different levels of The objective of the multicast scheduling can be stated as,

channel qualities. The sender transmits the same copy bf eac Ui(t)
packet to two groups in two different time slots using diéfier max Z =0 (1)
rates which best fit the channel quality in each group. It has ie¢ "

been shown to improve the throughput performance. Howeveihere R(t) denotes the multicast rate at time slotf mod-
it is too conservative, especially when the number of usersilation and coding scheme (index) is usedR(t) = R, (1),
poor channel conditions is very small. The sender still lvas where m € {1,2,---,6}, as there are mainly six schemes
consume more time for multicasting the data to them. In [3ccording to IEEE 802.16 standard [#];(t) denotes the
Kozat has investigated the optimal multicast rate by fawysi average throughput at nodeover time horizon[1, ¢], which
each transmission onto a proper subset of multicast uségskept track at each node and reported to the BB.the set
rather than trying to serve all the users at each channel usenodes in MBS, and the total numberds
It still works on the single-hop shared-channel scenaml a {;(¢) is the throughput on nodgeat time slott in Eq. (1),
does not exploit the cooperative diversity in the broadogst taking account for the transmissions both from BS directly,
channels. In our simulations, we will evaluate it against oand from cooperative communication. At the starting poird,
protocol with cooperative communication to show some of thgssume there is a channel pool with sufficient number of sub-
advantages of our protocol in WIMAX networks. channels, and each link can be assigned one sub-channel for
In [7], Hou et al. attempted to utilize relays to help thecooperative communication if there exists such opporiemit
users with poor channel conditions, and the proposed pbtogve will study more complicated and realistic cases on channe
is based on a two-phrase scheduling. It still suffers theesamind power allocation for cooperative communication in the
problems in [2] and does not exploit the channel and coopefatiowing sections. All nodes work in the full-duplex modeca
tive diversity in multicast channels. Our work differs frahin  are equipped with multiple radios which support concurrent
a number of important aspects. First, our proposed prasocebmmunication with multiple nodes in both downlink and
rely on concurrent cooperative transmissions among nasitic uplink via separate sub-channels. Random network coding is
users via orthogonal OFDMA sub-channels and hence workapplied in the transmissions, with which all the packets are
a substantially different system. Second, we propose ttyapponsidered to be fully random and linearly independent with
random network coding to effectively perform cooperativligh probability. Thus, we calculaié;(t) by,
communication. Third, we design our protocols by solving

optimization problems formulated to maximize the througthp Ui(t) = Sm,i(t) R (t) + Z Rygi(t) @)
performance. Finally, we specifically study the resourde-al 9€¢

cation problems in cooperative multicast scheduling, Wiaie Sm.i(t) € [0,1] is the packet deliver rate from the BS to
critical in practical systems. node i when modulation and coding scheme is used at

IV. M ULTICAST SCHEDULING WITH COOPERATIVE time sIot_t. Ex_act cIosed—form packet deliver rate_ under _coded
: modulations is not available, and we calculate it by using an

COMMUNICATION AND RANDOM NETWORK CODING accurate approximation for packet error rate in [10]. Note w
We concentrate on the multicast scheduling in the timgpecifically denote the multicast rate at time si@s R,, ()

slotted WIMAX MBS, where the Base Station (BS) servegy ¢ {1,---,6}) to indicate thatS,, ;(t) depends on the

as the multicast sender and keeps on broadcasting a big fgilticast rate selectionR,; () (Vg,i € ¢) is the maximum

and the Mobile Stations (MSs) (also referred to as nodeginsmission rate that can be achieved on the link from node

are the participating users in multicast sessions. Through ; to node: under certain channel conditions. It is subject to

the paper, we assume quasi-stationary channel condios: the following constraints:

node’s channel condition remains the same during a given

time slot, and it varies independently from one time slot to 0 < Ryi(t) < Cyi(t) ©)

another. The channel quality information on each link can Ryi(t) < max{0 By(t) _Bi(t)} (4)

be effectively estimated [8] and fully captured by the BS g = ’ T

through Channel State Information (CSI) messages excllange(3) shows that the cooperative transmission rate is bounded

between the BS and each MS periodically in WiMAX [1]by the capacity on the link (denoted &5§;,(t)). At the same



time, this rate is limited by the amount of innovative datatthand transmits them to its neighbors (the nodes within the
node g is able to contribute to nodé As random network sender’s transmission range). Note the recoded blockgilire s
coding is employed, a packet is innovative (or referred to #ise linear combination of the original data blocks.
useful or new) if it is linearly independent from the other All the nodes collect the data and perforprogressive
packets from the same segment. Checking for independedesoding[11], with which the node is able to recover the
can be done using simple Gaussian Elimination. As we assuetdire original segment immediately aftercoded blocks have
the packets are fully random and linearly independent witieen received for a segment, and sends the ACKnowledgement
high probability, we can use (4) to describes this condiraifACK) back to the BS. When the BS receives the ACKs
whereB,(t) denotes the amount of innovative data buffered &om all the nodes, it first multicasts a message to inform all
nodeg at time slott, and B; (t) indicates the same informationnodes that the transmission for current segment is finisired],
at nodei. T is the duration of one time slot. It is easy to gethen starts to proceed the next segment. Upon receiving such
from this constraintR,(¢t) = 0,if g = 7. message, all nodes flush the buffer and reset the time slex ind
Now we can see from Eq. (2) that,, ;(t)R,,(t) repre- t =0, and also start the cooperative transmission for the next
sents the throughput from BS, and .. R,(t) describes segment instead of the transmissions for the current segmen

the cooperative throughput. The total throughpuft) is also C. Are Cooperative Communication and Random Network
constrained as the total data that each node receives can &9 ctim g Helpful?

exceed the amount the BS is able to provide, ] ) ]
We now resort to extensive simulations to evaluate the

L ) usefulness of cooperative communication and random n&twor
Z = coding. To be realistic, the simulations are performed by
h=1 emulating WIMAX MBS with typical parameters according
t) to IEEE 802.16 standard [1] and WIMAX system evaluation
ZRW ZR + (1= Smi(6) Em(t) () methodology released by WIMAX forum. The evaluation is

gec h=1 performed under the following scenario. The BS multicasts a

Overall, the multicast scheduling can be formulated as tharge file to all MSs. To provide realistic time-varying cimah
optimization problem with the objective of (1), subject &) ¢ conditions, each MS is allowed to move randomly in the
(5). As there are six modulation and coding schemes, we csarvice area of the BS, and its initial location is randomly
solve it using exhaustive search for all six possible scteemghosen in the service region. We apply multi-path Rayleigh
to get the optimal solution witlconstant time complexity. fading in the transmission, since the MS keeps on moving.

To evaluate the performance, we compare four multicast
B. Protocol Design scheduling protocols: cooperative multicast schedulirith w

We design the multicast scheduling protocol based on tf@hdom network coding (denoted as “COOP-NC”), cooper-
optimization above and by applying random network codin@tive multicast schedulingvithout random network coding
in the transmission. The BS holds all the original data, artgenoted as “COOP"), optimal multicast scheduling (dedote
separates the data into segments. A data segment (alsedefers “OPT"), and optimal multicast scheduling with cooperti
to as agenerationor a group in the literature) is further Pandwidth (denoted as “OPT-M"). “COOP-NC" is performed
divided inton blockswith a fixed size. We can easily computeinder the design described in this section. “COOP” also
the number Of b|0cks in one Segment if the segment sizefglows this design, but without random network COding. MSs
pre-determined. The BS randomly chooses a set of codtWéFt randomly send the data in the buffer to their neighbors.

coefficientsc;; (i = 1,2+~ ,n) in a given Galois field. A “OPT" is the optimal scheduling protocatithout applying
cooperative communication and random network coding. We

adopt the protocol in [3] and have simulated it to the best of
coded block is a linear combination of all or a subset of theur knowledge according to all the available details presen
original data blocks. In this way, the sender is able to geteer in the paper. “OPT-M" is also based on “OPT", but the BS uses
a virtually unlimited number of coded blocks (j = 1,2,---) more bandwidth by applying all the sub-channels assigned fo
using different sets of coefficients, and amyof these coded cooperative communication in “COOP-NC” in multicasting.
blocks can be used to decode by inverting a matrix of codifithus, “COOP-NC” and “OPT-M" consume the same amount
coefficients. This is usually referred to as tlagelessproperty. of bandwidth, with which the comparison is more fair.

The BS multicasts the coded blocks in a rateless fashion/Fig. 2(a) shows the performance on average throughput over
using the rate determined by solving the optimization probl time (1000-second simulation) of all protocols as a functd
we formulated above at each time slot. When a node receivesreasing number of MSs active in MBS. We observe from
a packet (coded block), it checks whether it contains nele results that “COOP-NC” performs best. Compared with
information, and ignores non-innovative packets. When pé@PT”, a 72% gain is achieved. For more fair comparison,
forming cooperative communication, the node produces né@OOP-NC” shows its advantages by outperforming “OPT-
coded blocks by creating random linear combinations of thd” with a margin of 58%. Such a throughput advantage
coded blocks it has correctly received from the same segmshbuld be considered substantial by any standard. It cesci

coded blocky; can then be produced gs = Z ¢ji-x;. Each
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_. | &-COOP-NC ) -8 COOP-NC but also efficient centralized channel allocation scheme to

8 =~COOP f

Q | g = . . . . .

€ 300l ©OPT-M /ﬂ 350 2o maximize overall throughput under the fairness criteria. T

o A —_

E OPT A | 2 study it, we set a binary funcﬂoK ) e {0,1} to capture the

<

5250 5 300 assignment of sub-channelto the cooperative transmission

g 2 . :

E = link from node g to nodei, wheren € y and y denotes

g 200 ) £250 ,  the set of sub-channels that are available for cooperative

< = A A A communication. The set of feasible assignments is denated a
o0 20 a0 40 s % 10 20 s 40 5% K. To avoid interference in the cooperative communication,

Number of MSs Number of MSs . .
] we set one sub-channel only can be assigned to one link,
(a) Throughput vs. Number of MSf) Multicast rate vs. Number of

MSs SN K <1 vnex (6)

Fig. 2. Throughput performance of four multicast schedulingtqrols in el
a realistic WIMAX MBS scenario. Cooperative multicast saéwy with g6 1€

random network_ codlng is able to a(_:hieve substaqtial tHrpugimprovement By Considering the channel a”ocation, the throughput on
by effectively utilizing the scarce wireless bandwidth. each user (Eq. (2)) should be updated as fOllOWS,

with our intuition thatmulticast scheduling with cooperative
communication and random network coding naturally fits in = Sm,iBlm + Z Z ng z @)
the design of WIMAX MBS and is able to achieve significant 9EC MEX

throughput improvement due to its effective use of W're|e\§/$1ereR is the maximum rate that can be achieved when
spectrum Specifically, we examine the usefulness of randogyp,. channeh is assigned to the link from nodeto nodei.
forms “COOP” by 20% as random network codmg effectively

reduces the overhead. Another interesting result we get |s Sm, sz R(")
the margin that “COOP-NC” and “COOP” outperform “OPT- 'R % Z Z + Z Z ng
M” and “OPT” becomes more substantial with increasing
number of MSs. This observation indicate®re MSs create  AS studled in the previous section, we use exhaustive search
higher degree of cooperation which is able to benefit more & get the optimal multicast rate. When we fi, in the search
throughput performance each time,S,, ; can be determined; is pre-determined since

To further explore the advantages of cooperative commiliis the average throughput before time slofThus, the joint
nication and random network coding in multicast schedylingptimization problem can be decomposed, and the scheduling
we examine the performance on average multicast rate at hégeduced to the channel allocation problem for each search
BS with the results shown in Fig. 2(b). When the numbés stated in the following (denoted &&-NQ,

@

ie¢ 1,gEC NEX

of MSs increases, the BS gradually uses higher multicast (n) (n)

rates to transmit data when cooperative communication and max Z ZK&”’ g ©)
random network coding are applied, which exactly shows the HISCmEX

multicast bandwidth at the BS is more efficiently utilizedig Where R(")

result verifies and confirms — from a different aspect — the ;7) (10)

advantages of our protocol in WiMAX MBS. ) ) T ] ]
subject to (6), and following constraints (updating (3) ){5

V. COOPERATIVEMULTICAST SCHEDULING WITH )
CHANNEL ALLOCATION ng;?) < Zyi Vgi€lney (11)
In practical systems like WiMAX, the OFDM channels T
are scarce resources and the number of channels to supch:K ( ) < max{0, M} Vg,i€ ¢ (12)
cooperative communication is limited. Thus, it is veryicat .= I
to efficiently allocate the channels for cooperative comimun - (1— 8, )R
cation in the scheduling. Moreover, there are potentiahokh > "%~ K(" (" < Z T 4+ Pmt/Tm(g3)
T T

diversity gains in the networks, as sub-channel expem@nci ,c¢ nex h=1
gain could vary from one link to another, allowing for the co-

operate links to be assigned their best channels. In thimsec ~ Overall, we can get the optimal solution of joint opti-
we study the optimal multicast scheduling with constraing®ization problem by exhaustive search and solving channel
bandwidth resources, exploiting all the benefits providgd tllocation problem. The procedure is stateddigorithm 1.

multi-user, multi-channel and cooperative diversity. However, the main problem oflgorithm 1 is the diffi-
o o _ culty of solving channel allocation proble@A-NC It is a
A. Optimizing Performance with Limited Bandwidth mixture integer program (MIP) which is NP hard in general.

Under limited resources, the scheduling turns to be \de formulate it to a maximum weighted bipartite matching
joint optimization problem (denoted & OP-CA-NGQ, whose (WBM) problem which isequivalent to the original problem
objective is to find not only the optimal multicast raf&,, and can be solved optimally wittolynomial time complexity.



Construct a bipartite grapl = (® x x, E). The vertices we remove the sub-channels that are already assigned in the
in ® denote all the possible cooperative links.g. (1,2) previous round from set. Particularly, we update the weight
indicates the transmission link from node 1 to node 2. Not® each edge by considering the constraint (12). Then, we
it is different from (2,1) which represents the transmissiorsolve the WBM problem in a new round.
link from node 2 to node 1). The set of sub-channels for Another constraint may be violated is (13). To solve this
cooperative transmissions is denoted by the vertexcset problem, we check whether the throughput of cooperative
Algorithm 1 Multicast scheduling with channel allocation communication on each nodexcee_ds tr_‘e upper I'r_"'t at each

1 SetQ —0. round. If so, we favor '_[he_ cooperative I|nI_<s with h|ghes_tesat

2 for m — 1 to 6 do where efficient tran§m|SS|ons can be achieved. We assign _sub

3 SetQup = Z channels to those links and release the sub-channels edsign

4 Solve CA-NC The of)tlmal objective value is denoteato other links. It is easy to find the solution by a simple

search. After that, we have to omit all the links frofn
as and the optimal channel allocation )
@oa P I6ca which cooperatively contribute to nodesince the maximum

SnL iRm

5 if then :
QM} Floa>@ throughput on this node has already been reached. We can not

6. Q= Qur + Qca. ; o .

7 Ropr — R assign any more sub-channels to these links in the following

’ ; e rounds. Overall, the approach is summarizedligorithm 2.

8. Kopr = Kca. PP 9

9. endif Algorithm 2 Channel allocation algorithm using maximum
10. end for weighted bipartite matching
11. Ro_pT is the optimal multicast rat_e an&opr is the 1 Initiate K(n) — 0, Y(g, .) c <I> Vn € y.

optimal scheme for channel allocation. .
2. DeflneBgl : ,V(g,1) € ®.
The edge sefZ corresponds td®| x |y| edges connecting 3. repeat

all possible pairs. The weight of each edge carr&éﬁ) 4. Construct the bipartite graph, and patch the void nodes

as we defined in Eq. (10), which represents the maximum
cooperative transmission rate that can be achieved if sul®
channeln is assigned to link(g,:) subject to the propor- 6.

tional fairness criteria. In WBM, we initially se&;(”) =

mln{R( Ba—Bi11 We exclude all links fromI)

Wheneverw(") = 0. |®| may be not equal tgx|. Thus we
patch void Vertices tog or ® to make|®| = [x|. If a edge ,,
connects any void node, its weight is also set to be zero. ,;
Given the above graphical setup, channel allocation pnoble
can be solved by solving a WBM problem. The intuition is;,
shown in Fig. 3. If vertex(g,i) in ® and vertexn in y are ;5
matched, we assign sub-channeb link (g, ) and setK;Z) = 1

,max{0,

© ® N

to make|®| = |x]|.
Solve the WBM problem, and get the solutions[ég”).
for eachi € ¢ do
if (13) is violatedthen
DefineT, := 3", c, Kgl gl " Vg e (.
Define Dl,D2,~ , D¢ to be the sorted array of
T, (Vg € () in descending order.
for v =110 G do
if Zg Dy > Zt 1 Rﬁlh)_%_(l—s%i)}%m
then
Define¢ := {g|3g' > v,st. T, = D}
Release channel assignment(gn:), Vg € &.
Exclude links(g,4) Vg € ¢ from & .

1. The WBM problem can be solved using existing networks break
flow algorithms such as the cost scaling algorithm [12]. 16. end if
17. end for
@ 18. end if
Void Vertices 19. end fOI‘
® 20. for each(g,i) € ® do
(n) ,(n)
Regular Vertices 21. B - B o ZWEX KQ'L gt -
| 22. for eachn €x do)
23. w;?) = min{ By , Bygi}-
24. end for

25. end for

Fig. 3. Solving the channel allocation problem using maximusighted 26.  Exclude the assigned channelsyn
bipartite matching algorithm. 27. until All channels or all links are excluded

Solving the WBM problem above may violate a few con-
straints. First, we consider constraint (12). The viokatinay B- Channel Allocation with Channel Reuse
happen when more than one sub-channels are assigned fto fully utilize the available resources, we further exploi
one cooperative link, and the link capacity via multiple sulthe advantages provided by the spatial reuse in the codperat
channels may be over large. To solve this problem, we assigmmmunication. It is straightforward that two links whicb d
sub-channels by performing WBM in rounds. In each roundpt include each other in the interference region could bse t




same sub-channels for communication without interferenaelatively much smaller than the serving area of the BS due
The interference information in the network can be colléctéo the power and bandwidth constraints. Thus, we can ignore
in a distributed fashion. If two nodes could correctly oveah them in the rounding procedure (line 6 in Algorithm 3). Now,
the frequently exchanged handshake messages with each otlegive the approximation factor for this randomized roundi
(the transmission power is assumed to be equal for all npdeslporithm under this assumption.

we mark out that they are within each other’s interference Lemma 1: f1;Y7 + fo;(1 — Y7)Ys + -+ + flJ(H (1 —

zone. An ‘“interference tablel is defined as follows, Y)Y, > (1-(1- —) ) D 1<ic fUY wheneverY >0 for all
1 If nodei is in interference zone of node iand}>, Y <landfi; > fo; > > fi; 2 0.
Ii =1\ 0 Otherwise Proof: refer to [13]. n

Theorem 1:Algorithm 3 provides an approximation guar-
wherek, i € ¢. Nodes will periodically update this table andantee of at leastl — (1 — &)%), whereG is the number of
send mterference information to the BS. To prevent callisi multicast users.

channel reuse is not allowed in the mterferen(;e zone. 'Ith.as Proof: Without loss of generality, for eache ¢,n € y,
channel assignment should follow the following constigint ;ssume that the sorted users ae,- - ,G with wgn) >
Z I ZKS?) <1 Vney,Vkec (14) wg’]) > > w( ") > 0. The probablllty that sub-channelis
iccitk  gee aSS|gned to the linKw, ) in randomized rounding algorithm
’ u—1 *(n) *(n)
(n) ) is J[;= (1 — VK, Yu € (. Thus, the expected
ZKW’ <1 WnexVvied (15) throughput contr|but|on on node to the objective function
9€¢ (16) can be stated as,
Thus, the channel allocation problem should be updated G w1
with the consideration of channel reuse, which can be stated #(n)y 7x(n)y - (n)
1-K; K :
as (denoted a€A-NC-reusg ;(g( gt Mo )wu
max > a (16)  Using Lemma 1, we have,
ie¢ G u—1
where = YR ) zz<n<l—f<;;”>>z<;5”>> W >
nex ge¢ nex u=1 j=1
subject to (11) - (15
| jectto (11)-(15) | - -1) T ke
It is also a MIP, and we use the randomized rounding = G e e
procedure Algorithm 3) to solve it with polynomial time
' 1— 1_7 KMu =
complexity. ( )> >
Algorithm 3 Randomized rounding algorithm for channel 1 nex e
allocation with channel reuse (1-(01- E)G)aj Vi€ ¢

(n) i
1. Solve its relaxation (convex) witli,;” being relaxed a} is the throughput contribution of nodeto the objective

to [0,1]. Let the optimal fractional solutions bK;i(n) function (16) in the optimal fractional solution. Thus, wavis

(Vg,i € ¢ QZ)TL € X)- the expected contribution of nodeto the objective function
2. Initiate K =0 (Yg,i € (,Vn € x). in the rounding solution®[a;] as:
3. for eachg,zeg,nexdo 1
4 RoundK ") = 1 with probabllltyK*(") Ela;) > (1—-(1 - a)c)a;‘
5 f K . 1 then Thus, we have
6 if (12) o(r 513) or (14) is violatedhen ' '
7. SetK,,’ =0. 5

Ela;] > ( 1-—= a;

8. else ; ] ;
9 Setk| =0, vj #g. B
10. end if C. How efficient are the channels allocated? u
11.  end if To study the impact of the channel allocation and identify
12. end for the performance gains offered by cooperative communicatio
13. The optimal rounding solutions adé(”). and random network coding with limited bandwidth resouyrces

we perform a set of simulations under the same scenario in
As designed inAlgorithm 3, the rounding procedure en-the previous section. Fig. 4(a) shows the average through-
sures that all constraints are satisfied. We note (12), (@8) gout over time (1000 seconds) as the function of increasing
(14) are satisfied with high probability in practice, sinbe t number of active MSs when the number of sub-channels is
rate of cooperative communication is relatively much lowdimited as100. “COOP-CA-NC” which performs the multicast
than the multicast rate and the transmission range of MSssisheduling protocol with channel allocation as we designed
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300l A-OPT where BW denotes the channel bandwidth (the sub-channels
are with equal bandwidth) and;?) is the noise on the link.
Instead of only considering channel allocation in multicas
scheduling as we designed in the previous secti-NCand
CA-NC-reusg we aim to optimize the performance by jointly
accounting for both channel and power allocation. We state

0<w(? <O = BW/r; logy(1+ 55 /o) (19)

Average Throughputs (Kbps)

Average Throughputs (Kb

100

100

1 Qmperotmss 0 % 29 Number of subchamnes . this new problem (denoted &A-PA as follows,
(a) Throughput vs. No. of MSs  (b) Throughput vs. No. of channels (n) (n)
Fig. 4. The performance of cooperative multicast scheduliity vandom maxg,s Zg,iec ZnEX Ky wy (20)
network coding when the number of cooperative sub-chansdimited. The subject to (12) - (15), (18) and (19)

protocols with and without channel reuse algorithm are lenstluated.

this section beats the same protocol without random networkWe take dual problem by introducing a set of dual variables
coding (“COOP-CA") by 19%, and outperforms “OPT-M" and\, > 0, g € ¢. Thus, the objective (20) can be rewritten as,
“OPT,” by delivering 65% and 94% improvement respectively.

(n) (n)
It demonstrateshy efficiently allocating sub-channels, cooper- Maxp,s g icc donex Kgi Woi
ative communication with random network coding is helpéul t e A(Po = Yonex Sice 5;?)) (21)

achieve significant throughput improvement with very Eahit subject to (12) - (15), and (19)
amount of bandwidth resources-urther, we perform the
simulations with fixed number of MSs, but with increasing AS Proved in [14], the original optimization problem (20)
number of sub-channels. Shown in Fig. 4(b), “COOP-CA-NCgan be solveq by so.Iv.mg its dual (21) with nearly zero dyalit
outperforms others by a substantial margin. This improvemedaP whenG is sufficiently large. We use the dual update
becomes more salient as the number of sub-channels insrea&€thod to solve the problem as shownAfgorithm 4.
The intuition is: more bandwidth resources for cooperativ%gorithm 4 Dual update method to solve joint channel and
communication will benefit more on multicast performance power allocation problem

To evaluate the performance gains provided by channet
reuse, we specifically conduct simulations by performing
multicast scheduling with the design of channel reuse. From '\ ~A_paAwith fixed \.
Fig. 4, we observe that multicast scheduling with channedee Update) using the ellipsoid method [14].
under randomized rounding algorithm (denoted as “Reuse-until ) is converged.
rounding”) performs close to the optimum (denoted as “Reuse
optimal”) within 95%. Moreover, “Reuse-rounding” further Tne hard part is to solvEA-PAeven under fixed\ which
improves the throughput by 8% in average compared Will) opyiously nonconvex (MIP). Here, we adopt a heuristic
“COOP-CA-NC” which already provides very satlsfa(_:tor}é1 roach withpolynomial time complexity as given irlgo-
performance as we evaluated above. These results highligtim 5. This algorithm gives a good solution andalways
the benefits achieved by our proposed protocols. can be converged in various set-ups we tested.

Initialize A (vector of the dual variables).
repeat

VI. COOPERATIVEMULTICAST SCHEDULING WITH

Algorithm 5 Heuristic algorithm to solve joint channel and
POWER ALLOCATION

power allocation problem under fixed
One of the most critical problems in the practical systemsisStep 1 For the fixed \, solve its relaxation (convex)

that the MS is very energy-constrained. Thus, the cooperati ith Ké?) being relaxed to [0,1]. Let the optimal channel
communication may not be fully performed with limited power (n) .
. . . ) . (Vg,i€,Vn € x).

on relays. In this section, we study the multicast schedulin - (n) i - «(n) )
from a different aspect, aiming to maximize the throughput b St€P 2 RoundAI((gf = 1 with probability K ; (v?’z =
effectively allocating power on relays. ¢,Vn € x). If Kgi = 1, check whether all constraints are
satisfied. Seik;” = 0 if not.
(n) Step 3 Solve the convex optimization problem with fixed
Let S,;’ denote the power that nodg transmits data to  f(n) by taking S™ (Vg,i € ¢,¥n € x) as the variables.
nodes if channeln is assigned on this linkS denotes the set ' . gt . : £(n)

X . Let the optimal power allocation solutions I5¢; ™.
of feasible power allocation schemes. As we note, the power !

for cooperative communication on each node is limited,

*

allocation solutions bng

A. Maximizing Throughput with Limited Power

B. What's the Impact of Power?

(n) . .
Z ngz‘ <Py Vge( (18) Finally, we evaluate the performance of our protocol with
neX i€¢ power allocation. The simulations are performed under in-
where P, is the power limit on each node. creasing power limit at MSs, and Fig. 5(a) shows the aver-

Under the power constraint, we update constraint (11): age throughput across time and 50 MSs with same power



limit. “COOP-CA-PA-NC” represents our cooperative multi- VIIl. CONCLUDING REMARKS

cast scheduling with random network coding, and especially|n this paper, we have studied — from a new perspective
applies both channel and power allocation algorithms as we the multicast scheduling problem. Previous work in the
designed in this section. It is not a surprise that “COOP-Chjterature — almost without an exception — has solved the
PA-NC” outperforms all other protocols (“COOP-CA-PA" isproplem based on a shared-channel single-hop transmission
the protocol with the same design as "COOP-CA-PA-NCnyodel, which ignores the advantages provided by both ctianne
but without random network coding) with substantial gaingnd cooperative diversity in WiMAX where multiple channels
By efficient power allocation, cooperative communicati®iiw are ysed. In contrast, we consider multicast scheduling wit
random network coding could be well performed and achieyﬁum_hop multi-path transmissions over multiple OFDMA
significant performance improvement, even with highly linkhannels to fully exploit the advantages provided by co-
ited power on relaysWe observe from the results that thgyperative communication and random network coding. The
throughput increases dramatically as the transmissiorepovhyition is quite simple to narrate: cooperative commatian
rises up, which showsiore power the MSs use for cooperativgyith random network coding could favor the users with good
communication could achieve more gains channel conditions to enjoy high multicast flow rates from
the source and cooperatively help others with poor channel

350

-2-COOP-CA-PA-NC e . . . .
2 |+coop-ca-PA 1 conditions simultaneously with little overhead. We design
5300 g o multicast scheduling protocols which are tightly integuht
£ | with the design of WIMAX MBS, and study the critical
820 problems of channel and power allocation for cooperative
s communication. Theoretical and practical solutions based
§ Mo ToeeTT ? optimization are provided and further evaluated in extensi
= T simulations. The highlight of this paper is our conclusioml-

1500 10 15 20 25 160k 8 10

ticast performance can be significantly improved by apjlyin
cooperative communication and random network coding with

2 4 6
Transmission Power (dBm) Power Variance (dBm)

(a) Throughput vs. Power Limit (b) Throughput vs. Standard Variance
of Power Limit
Fig. 5. The performance of multicast scheduling with our poaléacation
algorithm in a power-constrained MBS.

Another set of simulations specifically study the impact!
of power on multicasting. We examine the throughput under
increasing standard variances of power used for cooperatii2]
communication across different MSs. Fig. 5(b) shows that th
throughput decreases as the variance increases. We can in
itively conclude from this observationmmaximum throughput
performance gains can be obtained if each node perform[§]
cooperative communication by equally using its maximum
power. In our future work, we may study how to motivate [5]
MSs to make contributions to the networks for multicasting.

VIlI. OVERHEAD ANALYSIS (6]

In closing, we study the protocol overhead. As BS has no
power and computation constraints, we are only concerndd
with the computation overhead at MSs. Nowadays, even a mo-
bile device like a cell phone has sufficient memory cache ang)
strong computing ability. According to [11], random netkor
coding is almost “free” with the current processors. Vedifisy
our simulations, our protocols have an average running ¢cime
less than 5 ms (over Intel Core Duo machine running at 1.83]
GHz and a memory of 2 GB), and are therefore suitable for
typical WiIMAX with scheduling durations of 5-10 ms. With[11]
respect to the communication overhead, the protocols requi
MSs to report the channel quality information (normally &hbi [12]
per message) to the BS. This communication can be performegj
over the fast feedback channel in WiMAX and this channel
state reporting is originally required in WiM_AX standar_d;].[ [14]
Overall, our proposed protocols generate little commuitoa
overhead within practical limits.

effective use of wireless spectrum.
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