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Fig. 3: PCA of CNN weights on the MNIST dataset.

to apply principle component analysis (PCA) to model weights
and use the compressed model weights to represent states
instead.

Specifically, we compute the PCA loading vectors of differ-
ent principal components only based on local model weights
for t = 1, i.e., {w(k)

1 , k 2 [N ]}, obtained in Step 2. In
the subsequent rounds t = 2, 3, . . ., such loading vectors
are reused to obtain first several principal components of
{w(k)

t , k 2 [N ]}, through linear transformation, without fitting
the PCA model again. Therefore, the overhead to compress
model weights in subsequent rounds is negligibly small.

We demonstrate the effectiveness of using PCA-compressed
model weights to differentiate between data distributions
through a simple experiment. Consider a two-layer CNN
model (with 431,080 model weights in total) to be trained
with federated learning on 100 devices, running PyTorch, on
the MNIST dataset. Data samples are distributed in the same
way as the experiment in Sec. II: each client has 80% of
its data samples belonging to a dominant class, while the
remaining 20% of its samples have random labels. After five
epochs of local SGD training in Round 1, we project the
model weight vectors of the 100 devices, {w(k)

1 , k 2 [N ]},
onto a two-dimensional space of the first and second principal
components.

As shown in Fig. 3, different shapes (or colors) indicate
local models trained on devices with different dominant labels.
For example, all the yellow “+” signs denote the compressed
local models in Round 1 from those devices with a dominant
label “6”. Even reduced from 431,080 dimensions to only
two dimensions and even at Round 1, we can observe a clus-
tering effecting of local models according to their dominant
labels. Therefore, in the evaluation in Sec. IV, we use PCA-
compressed model weights as states to enable efficient training
of the DQN agent.

D. Training the Agent with Double DQN

We propose to use the double deep Q-learning network
(DDQN) to learn the function Q

⇤(st, a). Q-learning provides
a value estimation for each potential action a at state st,
based on which devices are selected. However, the original
Q-learning algorithms can be unstable since they indirectly
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Fig. 4: The DDQN Agent interacting with the FL server.

optimize the agent performance by learning an approximator
Q(s, a; ✓t) to the optimal action-value function Q

⇤(s, a).
DDQN adds another value function Q(s, a; ✓′

t) to stabilize
the action-value function estimation. The idea behind DDQN
is that the network is frozen every M updates. DDQN adds
stability to the action-value evaluation, which is less prone to
“jittering.”

To train the DRL agent, the FL server first performs random
device selection to initialize the states. As shown in Fig. 4, the
states are fed into the one of the double DQNs Q(st, a; ✓t).
The DQN generates an action a to select a device for the FL
server. After several rounds of FL training, the DRL agent has
sampled a few action-state pairs, with which the agent learns
to solve the (4) as:

`t(✓t) = (Y DoubleQ
t �Q(st, a; ✓t))

2
,

where Y
DoubleQ
t is the target at round t defined as

Y
DoubleQ
t : = rt + � max

a
Q(st+1, a; ✓t) (5)

= rt + �Q(st, argmax
a

Q(st, a; ✓t); ✓
′
t). (6)

(6) uses two acton-value functions to update Y
DoubleQ
t , in

which ✓t is the online parameters updated per time step, and
the ✓′

t is the frozen parameters to add stability to action-
value estimation. The action-value function Q(st+1, a; ✓t) is
updated to minimize `t(✓t) by gradient descent, i.e.,

✓t+1 = ✓t + ↵(Y DoubleQ
t �Q(st, a; ✓t))rθtQ(st, a; ✓t),

where ↵ is a scalar step size.

IV. EVALUATION

We have implemented FAVOR with PyTorch in around
2000 lines of code, which we have released as an open-
source project. With the Python threading library, FAVOR can
simulate a large number of devices with lightweight threads,
each running real-world PyTorch models.

We evaluated FAVOR by training popular CNN models
on three benchmark datasets: MNIST, FashionMNIST, and
CIFAR-10, with FEDAVG and K-Center as the groups of
comparison. We evaluated the accuracy of the trained models
using the testing set from each dataset. Our experimental
results show that FAVOR can reduce the communication rounds
by up to 49% on the MNIST, up to 23% on FashionMNIST,
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Fig. 5: Training the DRL agent.

and up to 42% on CIFAR-10, compared to the FEDAVG
algorithm. We briefly describe our methodology and settings
as follows.

Datasets and models: We explored different combinations
of hyper-parameters for the CNN models on different datasets
and chose the hyper-parameters leading to the best perfor-
mance of FEDAVG.

• MNIST. We train a CNN model with two 5⇥5 convo-
lution layers. The first layer has 20 output channels and
the second has 50, with each layer followed by 2⇥2 max
pooling. On each device, the batch size is ten and the
epoch number is five.

• FashionMNIST. We train a CNN model with two 5⇥5
convolution layers. The first layer has 16 output channels
and the second has 32, with each layer followed by 2⇥2
max pooling. On each device, the batch size is 100 and
the epoch number is five.

• CIFAR-10. We train a CNN model with two 5⇥5 convo-
lution layers. The first layer has six output channels and
the second having 16, with each layer followed by 2⇥2
max pooling. On each device, the batch size is 50 and
the epoch number is five.

Performance metrics: In federated learning, due to the lim-
ited computation capacity and network bandwidth of mobile
devices, reducing the number of communication rounds is cru-
cially important. Thus, we use the number of communication
rounds as the performance metric of FAVOR.

A. Training the DRL agent
We train the DRL agent on different datasets with 100

available devices. The DDQN model in the DRL agent consists
of two two-layer MLP networks, with 512 hidden states. The
input size is 10,100, where we have 101 model weights (i.e.,
the global weights w and the local weights {w(k)|k 2 [100]}
from 100 devices) reduced to 100 dimensions. The output
size of the second layer is 100. Each output passing through
a softmax layer becomes the probability of selecting the
particular device. We train the DRL agent on an AWS EC2
instance p2.2xlarge with a K80 GPU. The DDQN model is
lightweight, and each training iteration takes seconds on GPU.
Reducing model weights from 431,080 to 100 dimensions
takes minutes by sklearn.decomposition.PCA.

Fig. 5 plots the training progress of the DRL agent on three
FL tasks. An episode starts at the initialization of a federated
learning job and ends when the job converges to the target
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Fig. 6: Accuracy v.s. communication rounds on different
levels of non-IID MNIST data.

accuracy ⌦. The total return is the cumulative discounted
reward R obtained in one episode. The target accuracy ⌦ is
set to 99% for training on the MNIST, 85% for training on
FashionMNIST, and 55% for training on CIFAR-10.

B. Different Levels of Non-IID Data

We investigate different levels of non-IID data to testify the
efficiency of FAVOR. We include the performance of FEDAVG
and K-Center as a comparison. At each round, the number of
selected devices K is set to 10, as in [1].

We use � to denote the four different levels of non-IID data:
� = 1.0 indicating that data on each device only belong to one
label, � = 0.8 indicating that 80% of the data belong to one
label and the remaining 20% data belong to other labels, � =
0.5 indicating that 50% of the data belong to one label and the
remaining 50% data belong to other labels, � = 0 indicating
the data one each device is IID and � = H indicating that
data on each device evenly belong to two labels. We plot the
test-set accuracy v.s. the communication rounds of federated
learning on the three benchmarks in Fig. 6, Fig. 7, and Fig. 8.
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Fig. 7: Accuracy v.s. communication rounds on different
levels of non-IID FashionMNIST data.

Each entry in Table I shows the number of communication
rounds necessary to achieve a test-set accuracy of 99% for
the CNN on MNIST, 85% for FashionMNIST, and 55% for
CIFAR-10. It should be noted that the italic numbers indicate
that the model converges to a lower accuracy than the test-
set accuracy. The model on MNIST with data distribution of
� = 1.0 converges to a test-set accuracy of 96%. The models
trained on FashionMNIST with data distribution of � = 1.0
and � = H both converge to a test-set accuracy of 80%. The
model trained on CIFAR-10 with data distribution of � = 1.0
converges to a test-set accuracy of 50%.

Our experimental results show there is no guarantee that K-
Center can always outperform FEDAVG. Devices selected from

� MNIST FashionMNIST CIFAR-10

FEDAVG 0 (IID) 55 14 47

FEDAVG 1.0 1517 1811 1714
K-Center 1.0 1684 2132 1871

FAVOR 1.0 1232 1497 1383

FEDAVG H 313 1340 198
K-Center H 421 1593 188

FAVOR H 272 1134 114

FEDAVG 0.8 221 52 87
K-Center 0.8 126 62 74

FAVOR 0.8 113 43 61

FEDAVG 0.5 59 19 67
K-Center 0.5 67 21 52

FAVOR 0.5 59 16 50

TABLE I: The number of communication rounds to reach
a target accuracy for FAVOR v.s. FEDAVG and K-Center.
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Fig. 8: Accuracy v.s. communication rounds on different
levels of non-IID CIFAR-10 data.
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Fig. 9: PCA on model weights of FL training with MNIST.
w1, w2 . . . , w5 are the global model weights at Round 1-5.

the K-Center clusters may introduce more bias to federated
learning than devices selected randomly by FEDAVG. How-
ever, FAVOR has reduced the number of communication rounds
by up to 49% on the MNIST, up to 23% on FashionMNIST,
and up to 42% on CIFAR-10, compared to the FEDAVG
algorithm.

C. Device Selection and Weight Updates
We save the global model weights and local model weights

per round when we train the two-layer CNN on MNIST with
� = 0.8. The saved model weights are reduced to two-
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Fig. 10: FL training on CIFAR-10 with different levels of
parallelism.

dimension vectors by PCA and plotted in Fig. 9. By examining
the model weights trained with FEDAVG and FAVOR, respec-
tively, Fig. 9 shows that FAVOR updates the global model with
a larger weight update � than FEDAVG in early rounds, which
leads to a faster convergence speed.

D. Increasing Parallelism

We also studied the performance of FAVOR on different
numbers of selected devices. The CIFAR-10 dataset is dis-
tributed to 100 devices with the non-IID level at � = 0.8.
We apply FAVOR, FEDAVG, and K-Center to train the same
CNN on CIFAR-10 separately. The number of selected devices
K is set to 10, 50, and 100 to study the performance of
federated learning with different parallelism. Fig. 10 shows
that increasing the parallelism does not reduce the number
of communication rounds and even increases the number of
communication rounds.

V. RELATED WORK

Federated learning allows machine learning models to be
trained on mobile devices in a distributed fashion without
violating user privacy. Existing studies on federated learning
have mostly focused on improving its efficiency. We classify
the existing literature into the following two categories:

Communication efficiency. Mobile devices typically have
unstable and expensive connections, and existing works have
attempted to improve the communication efficiency of fed-
erated learning. Konečnỳ et al. [6, 7] proposed structured

and sketched updates to decrease the completion time of
each communication round. Bonawitz et al. [3] developed a
secure aggregation protocol that enables a server to perform
the computation of high-dimensional data from the devices,
which is widely deployed in production environments [4,
17]. McMahan et al. [1] presented the Federated Averaging
(FEDAVG) algorithm that allows devices to perform local
training of multiple epochs, which further reduces the number
of communication rounds by averaging model weights from
the client devices. Nishio et al. [18] proposed a resource-aware
selection algorithm that maximizes the number of participating
devices in each round. Sattler et al. [9] proposed a compression
framework, Sparse Ternary Compression (STC), that reduces
the communication costs and remains robust to non-IID data.
FAVOR applies DRL to select the best subset of participating
devices to minimize the number of communication rounds,
which is orthogonal to these studies on communication effi-
ciency.

Sample efficiency. Unlike centralized machine learning,
federated learning performs training on non-IID data on de-
vices. Zhao et al. [8] presented a mathematical demonstration
to show that non-IID data reduces the accuracy of federated
learning by a substantial margin, and proposed to push a
small set of uniform distributed data to participating devices.
Downloading extra data further increases communication cost
and computation workload for the devices. Mehryar et al. [10]
proposed an agnostic federated learning framework for fairness
to avoid biases due to non-IID data from the devices. In
contrast, FAVOR is the first work that counterbalances the bias
from different non-IID data by dynamically constructing the
subset of participating devices with DRL techniques.

VI. CONCLUDING REMARKS

In this paper, we presented our design and implementation
of FAVOR, an experience-driven federated learning framework
that performs active device selection to minimize the com-
munication rounds of FL training. We argue that non-IID
data exacerbates the divergence of model weights on partic-
ipating devices, and increases the number of communication
rounds of federated learning by a substantial margin. With
both mathematical demonstrations and empirical studies, we
found the implicit connection between model weights and the
distribution of data that the model is trained on. We proposed
to actively select a specific subset of devices to participate
in training at each round, in order to counterbalance the bias
introduced by non-IID data on each device and to speedup FL
training by minimizing the number of communication rounds.
In particular, we designed a DRL-based agent that applies
the DDQN algorithm to select the best subset of devices to
achieve our objectives. We have implemented an open-source
prototype of FAVOR with PyTorch in more than 2K lines
of code and evaluated it with a variety of ML models. An
extensive comparison with FL training jobs by FEDAVG has
shown that FL training with FAVOR has reduced the number of
communication rounds by up to 49% on the MNIST dataset,
up to 23% on FashionMNIST, and up to 42% on CIFAR-10.
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