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Abstract—It has been widely acknowledged that online storage the most well-known one-click hosting systems, deployed a
systems within the “cloud” of the Internet provide services of a total of 1500 terabytes of online storage in its data centers,
substantial value to end users who wish to share files of any in Asia alone. Skyrocketing bandwidth costs from server-

sizes within a group. Such online storage services are typically based architectures have made it necessary for all online
provided by dedicated servers, either in content distribution y

networks (CDNSs) or large data centers. Server bandwidth costs Storage systems that remain free of charge to impose certain
however, are prohibitive in these cases, especially when servingrestrictions, including download bandwidth limits per déie
large volumes of files to a large number of users. Though it seems sjze |imitations, as well as maximum file online availabladi
intuitive to take ad\_/antage of'peer upload bandwidth to m_itigate Though it may seem intuitive to take advantage of peer
such server bandwidth costs in a complementary fashion, it is not . S L .
trivial to design and fine-tune important aspects of such peer- Pandwidth contributions to mitigate server bandwidth spst
assisted online storage in a real-world large-scale deployment. the architectural and protocol design of such a peer-assist
This paper presents FS2You, a large-scale and real-world online storage system should not be taken lightly. It is nev-
online storage system with peer assistance and semi-persistent filegrtheless non-trivial to design and fine-tune a new system
availability, in order to dramatically mitigate server ba_ndwndth . that utilizes peer bandwidth contributions in a compleragnt
costs. In this paper, we show a number of challenges involved in . . e o
such a design objective, our architectural and protocol desigin @shion, without sacrificing the ease of use, reliabilitpda
response to these challenges, as well as an extensive measuremeperformance of one-click hosting. Further, peer bandwidth
study at a large scale to demonstrate the effectiveness of ourcontributions should be used in a completely transparent
design, using real-world traces that we have collected. To our manner, while still minimizing server bandwidth costs for
knowledge, this paper represents the first attempt o0 design, geoping more popular files. The architectural design should
implement, and evaluate a new peer-assisted semi-persistent .
online storage system at a realistic scale. Since the launch ofP€ able to scale to a large number of users, and withstand the
FS2You, it has quickly become one of the most popular online test of real-world usage over a long period of time.
storage systems in mainland China, and a favorite in many online In this paper, we present FS2You [1], a real-world online
forums across the country. storage system that we have designed, implemented, and
deployed to provide one-click hosting services with peer
bandwidth assistance. FS2You is designed to dramatically
The online storage systems fulfill one simple purpose, thgiitigate server bandwidth costs, while maintaining theeeas
is to allow an end user to upload files, of both small or largss yse and performance comparable to the best server-based
sizes, to the “cloud” of the Internet, to be shared amongsg|utions. In response to a number of fundamental chalkenge
group of interested users. As online storage systems evoly@ present the architectural and protocol design in ouesyst
they have become increasingly popular and intuitive to Usgad carry out an extensive measurement study to evaluate its
In fact, online storage systems of the current generatien ferformance, based on real-world traces involving milion
S0 easy to use that they are instead referred to as one-cligkysers over a long period of time. Since the launch of
hosting services. They generally describe web services th&2you, it has quickly become one of most popular online
allow Internet users to easily upload files onto the onekclicstorage systems in mainland China. We describe detailed
hosts’ servers, mostly free of charge. Most such servidesre design elements in this system, and analyze the reasons
a URL that can be shared to others, who can then downlogftivating its performance benefits and popularity. To the
the file at a later time. Due to the simplicity and versatitify pest of our knowledge, this paper represents a first attempt
its user interface, this type of file sharing has rapidly beeo jn the literature to design, implement, deploy, and evaluat
a favorite among users, overtaking well-known peer-topeg real-world peer-assisted online storage system, stgmport
(P2P) file sharing services, such as BitTorrent. by large volumes of measurement traces. We are convinced
As online storage systems become increasingly populgiat this work is of substantial value to obtain an in-depth

however, server bandwidth costs have become prohibitivelyiderstanding of how peer bandwidth contributions may be
expensive, as files are hosted in either content distributigtilized in a complementary manner.

networks or dedicated large data cent&apidshare one of

I. INTRODUCTION
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of important differences between P2P file sharing and peéciosed-loop” research methodology has not been prewousl
assisted online storage systems. Peer-assisted onliregstoapplied to peer-assisted online storage systems, andas als
systems use peer upload bandwidth in a complementary fasdrely seen in the literature on server-based online stoaagl
ion, in order to improve performance and file availabilityP2P file sharing systems as well.
P2P file sharing systems do not use servers to store actual
file content, as all files are exchanged among users. As a
result, they have no guarantees on file availability, ands file In this section, we first identify the major challenges as we
being downloaded may become unavailable at any time wheesign FS2You, a peer-assisted semi-persistent onlinaggto
all “seeds” (peers with a complete copy of the file) leaveystem. In response to these challenges, we present tleensyst
the system. Due to these differences, the design principshitecture and main components of our design, includieg t
and objectives of peer-assisted online storage systerfex dimanagement of peer topologidése(, overlays), the design of
substantially from existing BitTorrent-like protocols. peer assistance protocols, as well as server-side s&ategi
There exists a large number of measurement studies of . -
existing P2P file shagr]ing systems in the literature. Here WAé Design Objective and Challenges
briefly discuss three examples. First, Gummetdal. [2] have Two extremes of the cost-performance tradeoff exist in the
analyzed a 200-day trace of Kazaa workloads collected at @#esign of file sharing systems. P2P file sharing systemsgovi
University of Washington, in order to better understandrusB0 guarantees on file availability, while server-based nenli
characteristics and the file popularity. It is further shatvat Storage systems are able to make such guarantees, at the
the popularity distribution of Kazaa files deviates from thgrohibitive cost of server bandwidth and storage. The desig
Zipf rule, which is caused by the immutability of these filespbjective of a peer-assisted semi-persistent online gtora
and the “fetch-at-most-once” user behavior. system is to achieve aeasonable and balanced tradeoff
Second, Stutzbactt al. [3] have studied various aspects obetween these extremes, as we conserve valuable bandwidth
user dynamics by measuring three different P2P file sharifd storage resources on servers by taking advantage of peer
systems: Gnutella, eMule, and BitTorrent. One of the ma@ssistance, while still maintaining a semi-persistentuneat
observations was that, at any point of time, a majority off file availability, as well as improving the downloading
participating peers are long-lived peers; while the reingin performance. To achieve such an objective, the following
small portion of short-lived peers join and leave the systefiiallenges need to be addressed:
so rapidly that they constitute a relatively large portioh o > The reduction of server involvement may bring adverse

IIl. FS2You: CHALLENGES AND DESIGN

observed sessions. Third, Gebal. [4] collected traces from effects on file availability and downloading performance.
popular trackers of BitTorrent to examine peer arrival sated How do we substantially conserve server bandwidth
downloading performance. They showed that file availgbilit ~ costs, while mitigating such adverse effects and main-
in BitTorrent could deteriorate quickly due to the exporeghyt taining an adequate level of service quality and user
decreasing peer arrival rate and the lack of “seeds.” experience?

Other measurement studies of various aspects of BitTerrent- As the system scales up to a large population, we intend
like P2P file sharing systeme.(.,[5]-[7]) have investigated to store contents that are as valuable to users as possible,
the tracker availability, file integrity, flash crowd hamdi and with a limited amount of server storage space. While rec-

impact on ISPs. More recently, attention in measurementstu  ognizing that files will be available on semi-persistent
ies have also focused on YouTube [8], [9], a popular server- basis,how do we mitigate the drawback of degraded file
based on-demand streaming system, including usage mattern availability with the limited pool of server storage?
file characteristics, as well as distribution of requestosx _
videos. Although one can consider YouTube and other similBr Architecture and Components
platforms as online storage solutions specifically desigioe Fig. 1 illustrates the basic system architecture and inter-
multimedia, they are primarily of server-based solutions. actions among main components, which include: The
Our work in this paper offers original contributions thaDirectory Server each file referred as ehannelis assigned
are substantially different from all previous works. Gethta with a unique channel ID. A directory server keeps the
large portion of our work focuses on measurement studies iofiormation of all channels (files) including the channeldbd
FS2You. For example, we analyze typical performance neetrihe MD5 (Message-Digest algorithm 5, the hash value of the
and user behavior, and examine the correlation among filerresponding file); (2)fhe Tracking Serverthis maintains
popularity, user requests, file sizes, and the efficiencyeef p the participating peers’ information for each channel; (3)
assistance. That said, rather than pure measurement sstuRieplication ServersFS2You deployss0 replication servers
that treat real-world systems as “black boxes,” our researin China. Replication and content sharing mechanisms will
starts from clear design objectives, followed by proposdike described later in Sec. llI-E; (4Peers there are two
solutions that are custom tailored to the specific challeng¢ypes of peers in the system: (i) peers that upload files to
As aresult, FS2You, a peer-assisted online storage sybtesn, servers, hereafter referred aploading peersand (ii) peers
been implemented and deployed in the real world at a larget download files only, referred to aownloading peers
scale, with extensive trace-driven measurement studieh & To upload a file, a peer computes the MD5 hash value of the



for a long time. Each peer monitors the number of its current

active partners. If the number of active partners falls wel6,

it triggers the establishment of new connections with iwact

partners, thus promoting them to the status of active pextne
How do we maintain accurate lists of peers in each channel

on the tracking server? In FS2You, peers report their status

to the tracking server every minutes, which contains vital

Replication
Servers

S — /@® Pecrs peer information such as a unique peer identifier, its IP
address, and information about channels that it has joined.
g Since each peer can be potentially involved in a large number
S\ < of channels, to keep overhead low, the reported status only
NS~ . - . . .
includes information of the to20 channels, including the

Fig. 1. The hybrid architecture of FS2You system. Arrows 1add 3 channel identifiers andownload ratiosdefined as the amount
represent the interaction between a peer and servers foadipty new content. Of file that has been downloaded so far. The #9pchannels
Arrows 4, 5, and 6 represent the interaction between peertracking server represent files that have been downloaded by this peer, which
to maintain _the overlay. Arrow 7 represents the gossip comratjn'rc_and file are ranked by a value computed by the combination of the
blocks sharing among peers. Arrow 8 and 9 represent a peeestog help . . . . ..
from a replication server when necessary. file size download ratio andthe time when the peer joined
the channel Intuitively, the larger the file size and/or the

file and issues request(s) to the directory server. Thetdinec download ratio is, the higher the ranking is. In addition,
server determines whether the file is new and redirects #igannels that the peer joined later gain higher rankingegalu
file to one of the replication servers. Relevant informati®n Upon receiving status reports from peers, the trackingeserv
updated in the tracking server and the URL for this file igeriodically updates the corresponding list of peers datet
generated for other peers to retrieve the file. with each channel. Such a periodic refresh of peer lists éh ea
channel (associated to each file) assists peers to gainsacces
active partners that are most helpful, with a reasonablel lev

All peers involved in a filej.e., either downloading the file of overhead. Consequently, the downloading performanne ca
or holding a replica of the file, are organized intoaverlayfor be improved, and the load on servers can be alleviated.
exchanging block availability information and content g
As we will observe in Sec. V, peers in FS2You are hlghll? Content Delivery
dynamic and less popular files constitute a large portion of Each file is divided into fixed size blocks @b6 KB. A
demands. This observation makes it non-trivial to achieveBdock Map (BM) is introduced to specify the availability of
high level of P2P efficiency. How do we construct and manad@ocks at each peer [10]. The periodic exchange of BMs among
the overlay (by judiciously selecting partners for peese)that peers enables them to locate the needed blocks. Each peer can
peer resources can be utilized as fully as possible? retrieve distinct blocks from active partners simultarspu

As our design choice, FS2You combines coarse-grained=S2You implements a uniqueequential block scheduling
tracking servers and decentralized gossip methods for cdhechanism as follows:
structing and managing overlays. When a downloading peer The first block is always fetched from the server. In-
joins FS2You, it contacts the directory server and tracking tuitively, this reduces the latency for obtaining the first
server, and obtains a list 020 randomly selected peers block and enhancing the user download experience.
associated with the same channel. These peers become the Block scheduling is timer-driven with a period 6fsec-
initial partnersof the newly arrived peer. This partnership list ~ onds. The selection of this value has to balance between
is periodically updated (ever§ minutes) and new partners signaling overhead and peer upload bandwidth utilization.

C. Peer Partnership and Overlay Management

can be added. Peer partners canabgve or inactive which A short period incurs extra signaling overhead, while a
is determined by whether there are actual connections @ad da  long period could potentially under-utilize peer upload
block transfers between the peer and its partners. bandwidth. While FS2You is specifically designed for use

Peers need to keep a reasonably number of active and in mainland China, where DSL peers rarely enjoy upload
inactive partners in order to maintain a sustainable level capacities exceedingl2 Kbps, the estimated minimum
of downloading efficiency and to be resilient to network  time for transmitting one block i856 KB / 512 Kbps= 4

dynamics. In FS2You, each peer can have up(o partners seconds. Without being overly aggressive, a conservative
in its inactive partner pool. In case the size of the inactive value of 5 seconds is chosen. In each round of block
partner pool is ove00, a peer will discardaged partners scheduling, a peer sequentially requests missing blocks

or partners that it has failed to establish a connection. The up to the number of its current active partners.
maximum number of active partners per channel that each To improve file availability and the download experience,
peer could have is set & in FS2You. Connections to active peers are allowed to request help from replication servers,
partners can be broken from time to time due to a number but only when any of the following three conditions
of reasons, such as slow downloading rates and being idle hold, in order to prevent server bandwidth abuse. (1)



There are currently no active partneesg., the file is of recently or frequently accessed files, while replacirgs le
unpopular or a peer fails to establish connections withopular ones when necessary. Files with a reasonable lével o
any of its partners. (2) None of the active partners holadser demand remain available as long as they do not impose
the desired block. (3) The aggregate download rate froam overwhelming server load.
active partnersi., the size of data that was downloaded In particular, the following strategies are used in FS2You:
from active partners over the previous scheduling perio@) Small files (with a size below0 MB) will not be deleted
falls below10 KB/second. The 0 KB/second threshold is unless specifically demanded by the original uploading.user
empirically determined to prevent peers from aggressive{g) Each file i is assigned a reference indei;, which
consuming server bandwidth. monitors the ratio between uploaded file sizes and file access
frequencies. More specifically, let; be the size of files,
and F; be its daily access frequencye., the daily number
Servers in FS2You not only provide online storage, buif unique IP addresses that have accessed.filbe reference
also cooperate with content delivery. There are threeegfied index H; is calculated per day aH; = S;/F;. In FS2You, if
that servers adopt to facilitate storage and content sarii; is lower than a particular threshold (empirically set to
uploading, downloading, content replication and replasetn 100), the file is either small or frequently accessed, and as such
>> Uploading service.In FS2You, users are allowed toshould remain persistent in the servers. On the other hénd, i
upload a variety of files to servers withoamy size or format H; is higher than the thresholdl for a sustained period of
limitations. This attracts millions of users to upload a @ugtime (set to five days in FS2You), the file will be removed
volume of content to FS2You, catapulting it to one of thérom the servers. The rationale is to store large files only if
most popular online storage systems in China in a short gherisubstantial user interests and popularity persist, in rotde
of time. Our measurements showed tli@0 GB to 1 TB avoid excessive use of server storage.
of files are routinely uploaded per day. To cope with such a
demand without consuming excessive resources, the faipwi IV. FS2YOu: COLLECTION OF TRACES
two strategies are adopted: (1) When a user requests to uploakh order to validate the effectiveness our architectural
a file, the system ensure that only one copy is stored in odesign, we have implemented FS2You and made it readily
of the servers; and (2) this copy is stored in the server searavailable for users (mostly in mainland China) to use. It
to the user requesting the upload. This helps to reduce tmas quickly become one of the most popular online storage
uploading time, and to mitigate unnecessary cross-AS draffservices in China after its deployment. To evaluate andyaeal
> Downloading serviceServers complement peers to supthe performance of FS2You, we have implemented a detailed
ply file blocks, especially to those peers suffering poor mowinstrumentation mechanism, which is presented in thissect
loading ratese.g.,below 10 KB/second. The challenge, how- Each peer in FS2You is designed to report its activities and
ever, is how to properly satisfy the potentially large numiie status to the trace server, using the HTTP protocol. Thetrac
requests without incurring prohibitively high bandwidtbsts. server appends the time of receipt to each report, and then
In FS2You, when a server receives a block request, it makaere it locally in log files, with a maximum size 6fi MB
its decisions based on the following policies. (1) If theuest in each file. Traces on the order of hundreds of Gigabytes are
is for the first block of a file, it will be served immediatel2)( collected every month. For examplf0 GB traces have been
The request for other blocks will be served in a probabdisticollected by the trace server from3 million FS2You peers,
fashion, based on the popularity of the file. Specificallfilea over a one-month period from June 21 to July 18, 2008.
popularity indexis computed for each file periodically, which In our subsequent measurement studies, we focus on analyz-
is inversely proportional to the number of references tefifeé  ing two types of reportsDownload Event Summaighence-
during the previous period. The rationale behind this is,tha forth referred to as‘'summary”) and File Source Snapshot
larger number of references will likely result in more capie(henceforth referred to dsnapshot”).
of the file at different peers, implying that the servers $tiou The summaryrecords important statistics between the time
serve less. This simple policy implicitly allows peers ilmerl when a peer opens a channek( starts downloading), and
in popular channels to largely rely on peer assistance rathehen the peer closes the channié.( completes or aborts
than servers, and allocate more server resources to urggopdbwnloading). Thesummarycaptures the following: (1) the
files with fewer peers. In our forthcoming measurement siidipeer and channel IDs; (2) the size of the file being downloaded
in Sec. V, we will examine how the strategy influences fil€3) the amount of data downloaded so far; (4) the time instant
download rates and user experience with different popwlarivhen the peer opens and closes the channel; (5) the time of
levels. the download completion; and (6) the amount of data that are
> Content replication and replacementVith a limited directly served by servers, rather than by peers.
pool of server storage place, files in FS2You need to beThe snapshotrecords statistics about files that a peer con-
semi-persistenin nature. We wish to mitigate the drawbackributes, and is reported periodically (every hour). Thidaal
of such a semi-persistent nature of file availability, and taformation in thesnapshotontains the reception time of the
maintain a high level of user satisfaction. The rule of thuménapshot at the trace server and the download ratio. As we
we have followed in FS2You is to maintain the availabilitystated in Sec. Ill, the download ratio represents the pésigen

E. Server Strategies



~
=}

750000 60 3000
*‘NH’\" M“VA ’\\ il ~ ' S
600000 \ ” V 50 'A.\__,,,.‘( e {A # 2500 I S
A
8 | 5 a0}t N [AA, 2000 s ol
& 450000 S | = \ Lo
"é |:-—On|_ine Peer| \ ' 5,‘:(—: 30 ﬂ Traffic H =3 1500 \ /
5 300000 | S Active Peer] \ g I\ A g X / [—— Traffic |_
€ N 20 —e— STraffic 5 # —a— PTraffic|
3 W = 1000 V. —o— STraffic]
150000 « L, 10 /’H/' et
\. /‘vo"w h'Y 500
NG o ey s . ﬁ—!b—.—li’.ﬂ'—ﬂmm oo—t—0
06/25 06/30 07/05 07/10 0715
06/25 06/30 07/05 0710 07/15

0
Date 0:00 4:00 8:00 12:00 16:00 20:00  24:00

Date .
Time (hour)

Fig. 3. The total traffic (Traffic), P2P traffic
PTraffic) and server traffic (STraffic) of FS2Yokig. 4. The evolution of total traffic (Traffic), P2P
om June 21 to July 18, 2008. The sharp decreataffic (PTraffic) and server traffic (STraffic) of
on July 8, 9, and 10 is due to the crash FS2You over time on June 21, 2008.
failures of the trace server.

Fig. 2. The number of FS2You online peers
and active peers from June 21 to July 18, 20
The sharp decrease on July 8, 9, and 10 was

due to the crash failures of the trace server.

that the file has been downloaded by the reporting peer so farln FS2You,onlinepeers can be classified into two categories
Tab. | illustrates an example of snapshot, in which a pedr wibased on their activityactive peers with download activities,
peer ID P, reports a snapshot to the trace server at timét andinactivepeers that stay online without download activities.
the time of reportingP; locally stores two files with channel For example, if a peer downloads a file on July 1, then we
IDs Fy and F3, and their download ratios ai®0% and50%, say that the peer is active on July 1; conversely, if a peer
respectively. This indicates th&; holds a complete replica of stays online on July 1 without issuing any download requests
Fy and50% of the blocks inF5, both of which can be servedwe say that the peer is inactive on July 1. Among the total
to other peers. 3384948 online peers captured from June 21 to July 18,
2008,2240517 peers were active for at least one day, whereas
the remaining1144431 peers were inactive during the entire
month. Fig. 2 shows the large number of online peers and

TABLE |
SNAPSHOTS AN EXAMPLE AS REPORTED BY ONE OF THE PEERS

Time of reporting | Peer ID | Channel ID | Download ratio active peers over the month. The sharp drop on July 8, 9, and
t P ? 1500‘1;”’ 10 is due to the crash failures of the trace server as mertione
2 0

in Sec. IV. Interestingly, we found a “weekend pattern” in

It is inevitable that there could be inaccuracies in ouhat the number of online peers decreased remarkably while
instrumentation and trace collection mechanism, due tokclothe number of active peers increased over the weekends. We
skew, crash failures of peers or/and trace server. For eeampelieve that this is because fewer yet more active peers tend
the trace server indeed crashed and service was interrug@@tay online during weekends.
on three days in July. The coarse granularity of reporting ]
snapshots (once per hour) is designed to reduce reporting'd: 3 Shows the amount of traffic over the month, where
overhead as the system scales up, but it also introduces daffic stands for the traffic served by replication servers,
degree of inaccuracy when it comes to estimating the peribdrafficrepresents the traffic contributed by peers, araffic
of time that a peer remains online. We are convinced that tffeth® sum of STraffic and PTraffic. Again, the sharp decrease

large volume of traces that we have collected is valuable evé attributed to the missing traces. We have made the fatigwi
with such imperfections due to real-world complications, bservations. (1) The total traffic of the system varied frsm

we shall demonstrate in the next section. TB to 65 TB during the month and also showed a weekend
pattern: the total traffic stayed arounfl TB to 55 TB during
V. MEASUREMENTRESULTS AND ANALYSIS weekdays and reached its peek arousid TB to 65 TB

To extensively evaluate the architectural and design esoi¢luring weekends. This is related to a similar observation
of FS2You, we now take advantage of the large volume 8iat there were relatively more active peers with download
traces we have collected from over three million real-worldemand during weekends, thereby leading to higher traffic;
users, and analyze our measurement results to study a nunfBeiCompared to the total traffic, the server traffic was Yairl
of important aspects of FS2You, including system dynami&$able and stayed around TB; (3) Over the entire month, up
and user behavior, file characteristics, and server innodrg. t0 80% of the traffic was contributed by P2P delivery, which
Our measurement studies will close the “loop” of our researgignificantly offloaded the server. A closer look at the daily

methodology, and will validate the effectiveness of ourigies traffic evolution of FS2You on a representative day is shown
in Fig. 4. From 6 a.m. to 1 p.m., there is a steady rise of

A. Overall Scale and Performance traffic as an increasing number of users join the system, and
To demonstrate the system scale and overall performantes P2P efficiency(PTraffic / Traffic) increases frorfi0% to

we first present some statistics of FS2You online peers, 8s ws%. Specifically, even during the “cold” period (6 a.m. to

as the evolution of traffic. 8 a.m.) with fewer users, our design of peer assistance can
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Fig. 5. Peer online day distribution and de- Fig. 6. Peer online time and effective online Fig. 7. Cumulative distribution of peer upload traffic
parture rate from June 21 to July 18, 2008.  time distributions (seconds vs. peer rank by vs. the descending ordered ranks of peer online
online/effective online times) on June 21, 2008imes and effective online times on June 21, 2008.

successfully conserve more th@ad of the server bandwidth 71% of inactive peers would still be inactive; while or$%
cost. For the remainder of the time, the P2P efficiency siadof active peers appeared on the next day ao% of active
stayed aroun@d0% and reached its peak 86.7% at 10 p.m. peers would still be active. Statistics between adjacerkae

In summary, these measurements have testified that stow a similar trend70% of inactive peers and0% of active
architectural and protocol designs in FS2You can indeelk scpeers showed up in the next week.
to a large number of peers, and to withstand the test of awe further capture the system dynamics from another
tremendous volume of traffic (in the order of terabytes pg) daperspective by finding the relationship between peer degart
over a long period of time. It is evident that the cost of serveate (thepeer departure ratof n days is defined as the ratio
bandwidth has been substantially saved by peer assistamee,of the number of peers who have stayed online for exactly
of the important design objectives of FS2You. days to the number of peers who have stayed online for equal
to or more tham days) and the number of online days. Fig. 5
depicts the peer online day distribution and peer deparaiee

To obtain a fine-grained understanding of how peer banghr one month. The curve may not be very accurate, since we
width and storage contributions can be utilized under ieher did not take the online day distribution before and after the
user dynamics, we now characterize the online time and fﬂ%asured period into our consideration. Upditdo of peers

B. System Dynamics and User Behavior

resource distributions of different categories of peers. stayed for just one day in the system. It also means that after
TABLE || staying online for one day7% of peers left the system. This
STATISTICS OF ACTIVE AND INACTIVE PEERS value decreases dramatically as the number of online days
increases, and stays arouh@P6 from 10 days to24 days. It
Daily Weekly reveals thatyoung peers, especially those that newly appear
Number Per. Number Per. . . .
Total TA7905 71062 in the system, are more likely to leave the system waded
Online next 0 S peers (most likely inactive) are relatively stable.
Active Peer | dayiweek | 00392 | 44.8% | 298105 | 40%
Active Next | oeo94 | 19.1% | 165000 | 22.3% TABLE Il
day/week COMPARISON BETWEEN ACTIVE AND INACTIVE PEERS
Total 518354 779614
Online next ; ;
. 390523 | 75.3% | 527463 | 67.6% Category Active Peer | Inactive Peer
Inactive Peer| day/week Online days (day) 198 763
nactive neXt| 368016 | 719% | 463716 | 59.4% Online time per day (hour) 5.7 8.7
ay/wee Resources (measured for 4 weeks) 3.86 1.66
Resources (measured for 1 dayj 5.5 2.4
First, we observed that over a long period such as one Contribution 20.2% 79.8%

month, active peers consist of a large portion of the entire

population. Among the tota8.3 million peers captured in  We next compare the online time and file resources between
our traces,66% of them were active. However, within aactive and inactive peers for a time period as short as aesing|
relatively short period such as a single day, Fig. 2 showsy or as long as one month. Here we use the maximum
that inactive peers seem to dominate the system. For examplember of files recorded in a peersapshotto represent
among666299 peers that had been online on June 26 of the amount of resources the peer owns. Table Il shows that,
them were inactive. The remainir2g days exhibited a similar on average, an active peer in a day ovins files while an
phenomenon. It is likely that active peers are highly dymaminactive peer owns onlg.4 files. An active peer stays online
while inactive peers are relatively more stable. We show thior around5.7 hours in one day, while an inactive peer stays
by analyzing the overlap of peers between two adjacent daysine for more thar8.7 hours. When the period becomes to
and two adjacent weeks, respectively. Table Il shows that one month, an active peer stays online4a18 days out of28
averagey5% of inactive peers showed up on the next day arthys and owns.86 files on average, while an inactive peer



stays online for7.63 days and owns only.66 files. It shows popular object is proportional tb“, where« is a constant.
that inactive peers are more stable but hold less file ressur@ipf distribution exhibits a linear shape on log-log scélig. 8
compared to active peers. plots the file request count versus the descending ordested li
In summary, the large population and stability of inactivef popularity rank on a log-log scale (leftaxis), along with a
peers have the potential to be fully utilized in the desigtinear fit curve. We can see that the file request distributibn
As we closely compare the upload contribution of peerES2You does not follow a Zipf distribution. Specificallyeth
we found that up to79.8% of traffic was contributed by empirical curve is much flatter than the Zipf curve among
inactive ones while20.2% was contributed by active onesthe most popular files. This implies that the most popular
This demonstrates that the available resources among pdies are significantly less popular than Zipf prediction. We
have been well utilized to enhance P2P efficiency and thbslieve this is caused by the immutability of files, and the
alleviate server bandwidth costs. “fetch-at-most-once” user behavior [2]. Instead, by phaftthe
Finally, to further inspect short-period user behavior aneimpirical data on logs scale (righty-axis), we found that the
its impact on peer assistance, we focus on a popular chanR8RYou file request distribution can be well fitted with a éine
with 2439 downloading peers on June 21, 2008. Specificalline, indicating that it follows the stretched exponen{(&E)
we are interested in the peer online time distribution asd idistribution [11] with a proper constamt= 0.12.
correlation with peer upload contribution. We use two nestri  Further, we apply concentration analysis [9] that show how
to capture user behavior after download completion: (1y pegkewed the requests from peers are towards popular files.
online time (beginning from downloading the file); (2) peeFig. 9 plots the cumulative distribution of the file request
effective online timédefined as the duration for downloadingcount and the corresponding traffic, versus the descending
the file and lingering with the replica). Fig. 6 compares therder of file popularity rank (normalized). We find that the
distributions of the two types of online times. We can se¢ thRareto principle §0/20 rule) is applicable with respect to
many peers tend to have long online times. For example, upltoth the requests and traffic, and that the traffic is even
26% peers stayed for more thanhours, andl0% peers even more skewed because popular files usually have relativerarg
stayed for more thail hours. In contrast, the effective onlinesizes, demonstrated in Fig. 11. In addition, we also plot the
times of peers are relatively shorter, which is demongirate cumulative distribution of server traffic resulted by théites.
the remarkable gap between the two curves. Specifically, e find that for the resulting server traffic this principle
average online time is aroun®l6é hours, while the average does not hold, which implies that peer assistance effdgtive
effective online time is only around.4 hours. In addition, mitigated the server load accounted for by the popular files.
we found that as much a80% of peers had less than half We next examine the correlation between file popularity and
an hour of effective online times. These observations halP2P efficiency. Fig. 10 plots the P2P efficiency of each file ver
evidently shown an important user behavior in such a pesus the descending order of file popularity rank (normajized
assisted online storage system: many pegmicitly removed To facilitate our observation of a global trend, we perform
their downloaded files from their local storage soon after simple adjacent-averaging smoothingrocess: we divide
downloading, which makes them, though online, unable tbe entire set of files into a number of groups with similar
contribute upload bandwidth to the system. popularity ranks, and compute the average P2P efficiency
Fig. 7 plots the cumulative distribution of peer uploadficaf for each group of files. As expected, the global trend of
for this channel versus the descending ordered ranks of pde curve shows that more popular files enjoy higher P2P
online times and effective online times, respectively. V@ c efficiency. Specifically, some highly popular files even gnjo
see that the curve corresponding to effective online tinses80% to 90% P2P efficiency, which is very encouraging for
more skewed than that of online times. Specifically, the tdpe service provider. The increasing noises and fluctuation
20% of peers with longer effective online times contributedlong the curve imply that the variations in P2P efficiency
nearly 70% of traffic. This clearly confirms that peer uploadecome larger as popularity decreases. Generally, leadgrop
contribution is strongly correlated with peer effectivelina files have relatively lower P2P efficiency.
times, rather than peer online times. We further investigate the correlations of file size, file
popularity, and file replicas. Fig. 11 plots the average num-
ber of file requests and replicas versus file sizes, grouped
We now examine how FS2You files with different charadnto different ranges. We have made the following three
teristics are handled with peer assistance and the sddeer-®bservationsFirst, large files (over300 MB) receive more
strategies, based on the traces from a representative dayreguests on average than small files (beso@ MB), implying
June 21, 2008. Amon@1530 diverse requests for a varietythat users’ preference in large files. Specificallgp) MB to
of files, we found that around7% of files are compressed1 GB is the most popular range, which represents typical
archives €.g, in rar or zip format), 30% are videos]12% are sizes of videosSecond the server-side replacement strategy
audio, and11% are other types. (Sec. llI-E) effectively guarantees that large files aresdbl
First, we apply Zipf analysis to understand the requestirvive in the system only if they are sufficiently populan O
distribution of FS2You files. Zipf's law states that if objec the other hand, to maintain a high level of user satisfagtion
are ranked by the request count, the popularity ofittemost a large number of small files can remain available as long

C. File Characteristics
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Fig. 12. Average download rate of files as a Fig. 13. File completion ratio as a function
function of the server supply ratio. of the server supply ratio.

as there exists reasonable user demand and they havetotat unique requests observed in the one-week trace. imster
occupied excessive storage space. We found That% of of bytes, these files account for arourt?s of the total system
observed files have sizes beld@) MB, and they only occupy traffic, and54% of the total server traffic. More specifically,
21.4% of the server storage. These results reflect the desmmound51% of files are completely fetched from servers.
philosophy of semi-persistence in an online storage servic These observations reveal the following: (1) Less popular
to balance the trade-off between file availability (thusrusgiles represent more than a negligible portion of user demand
satisfaction) and server storage cosisally, the gap between in FS2You, which reflects one aspect of the inherent nature
the number of requests and replicas of large files is larger thof online storage services. (2) Due to the lack of partnets an
that of small files. For example, the average number of réguegeplicas, less popular files are usually difficult to be deiad

and replicas are nearly the same for the files with sizes belgyy p2P. To compensate, servers provide better availalflity

10 MB, while the gap increases to a ratio of nealjor the this type of demand with the cost of arouttl TB (61% of

files with sizes betweef00 MB to 1 GB. This implies that, the total size of files that appeared in the one-week trace)
although users prefer to download large files, they do nat tef storage space. We further extend the scope to all the file

to keep such large files in their local storage. requests from peers, and find that up 46.4% of peers
successfully received file blocks; in another word, ohl§%
D. Server Involvement Issues of peers failed to retrieve file blocks. These again show a

In this subsection, we examine the service quality arsdiperior level of file availability achieved by our design.
user experience provided by FS2you with cost-effectiveeser Next, we explore the correlation between service quality
involvement. Meanwhile, relevant adverse effects are alaad the level of server involvement. For each observed fike, w
exposed as the price of mitigating server costs. define: (1)server supply rati@s a ratio of the aggregate traffic

We first attempt to emphasize server’'s impact on file avadupplied by servers to the aggregate download traffic ofgpeer
ability, especially for less popular files. Over a one-weeR) average download ratas a ratio of the aggregate download
observation from June 21 to June 27, we found that aroutrdffic of peers to the aggregate download time of peerdjl€3)
80% of files are less popular ones (byless popularfile, we completion ratioas a ratio of the aggregate download traffic
mean that more than half of the file is supplied by servers)f peers to the product of the file size and the number of
Furthermore, their average request courtighile the average requests from peers. Intuitively, the server supply ratamds
request count of all observed files g, confirming that they for the level of server involvement, the average download ra
are less popular. These files account for aro2hd% of the represents the download performance of peers, and the file



completion ratio reflects the satisfaction level of users. but may potentially incur excessive load on the servers. The
Fig. 12 plots the average download rate of files (KB/secondgrver-side probabilistic serving strategy helps to redsiech
as a function of server supply ratio. We have discovered teerver load, but may sometimes “leave out some peers in the
following. (1) Most peers experienced favorable downloacbld,” who indeed need help from servers. How to find an
rates. The average level reach#s KB/second and even the optimal strategy to balance both sides in large-scale sysste
lowest rate is abovel0) KB/second. (2) Both files that arewith millions of users is a challenge subject to future resiea
completely supplied _by servers and tho.se that are_mainly V1. CONCLUSIONS
supported by P2P (with server supply ratio below) enjoy . _
relatively high average download rates (abs9ekB/second).  1he online storage system has rapidly become one of the
(3) As we see from the valley of the curve, less popular fild80St Prévailing content sharing services over the Intednet
with server supply ratios betwe@re5 to 0.8 suffer from low © 't simplicity and versatility. Such a service is largely
download rates (aroundh) KB/second). offered free of charge, which remains as a major attracthn
The results above reveal that the collaboration betwe8f10Nd the Internet users. This, however, incurs excessive
servers and P2P could potentially bring negative effects fgndwidth cost, and consequently results in various servic

the service quality under the current design. We believad tFESUICtions. Itis natural to consider leveraging bandiviand
this is caused by the peer-side request-from-server tbigshsStorage contributions from peers. This paper, for the finse t

(Sec. 11I-D) and the server-side probabilistic servingutgy 9€Scribes a large scale real world peer-assisted senisgers
(Sec. IlI-E). In particular, for less popular files (with tegeers ONline storage system, FS2You. The fundamental challenge i
involved), it could be difficult for a peer to achieve high p2f° take advantage of peer bandwidth contributions and semi-
efficiency and download rates from partners. The reasonPgrsistent content storage for substantial cost savingiew
that even if the download rate is low, as long as the rate & the same time maintaining high service availability and
above 10 KB/second (threshold), the peer can not requegst hgtpwnloadlng performance at' a large scale. We present the
from the server restricted by the design. On the other hargichitecture and protocol design of FS2You, and demoestrat

when the download rate is below 10 KB/second. there is M§W the challenge is realized with peer assistance andrserve
guarantee that the peer's request from the server be fdifillé€Ployment in a complementary and user transparent manner.

given the probablistic serving strategy. Hence, less @opu
files inevitably suffer from subpar download rates in geherae
Fig. 13 depicts the file completion ratio as a function of th

[The effectiveness of the system design is verified through an
xtensive measurement study, which further reveals a numbe
af interesting observations on user behavior, file charesties

server supply ratio. We observed that: (1) the file completicnd Server involvement.

ratio rises from a bottom 00.77 to a peak 0f0.91 as the
server supply ratio increases in the mass; and (2) therevare t
remarkable jumps in the curve. One occurs when the serve
supply ratio reacheg.0, while the other one occurs when
the server supply ratio falls belo02. Since file availability

can be guaranteed by servers, the major reason for a Iqa
file completion ratio is that peers suffer from low download
rates and hence give up the download process prematurely.
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