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Abstract—Recent studies show that network coding improves UUSee trace collection completely shuts down when it cannot

multicast session throughput. In this paper, we demonstrate how handle the load of periodic snapshots. Certainly, it is not a
random linear network coding can be incorporated to provide scalable trace collection protocol.

network diagnosis for peer-to-peer systems. We present a new The effici fat lecti tocol d d
trace collection protocol that allows operators to diagnose peete- e eificiency or a trace colflection protocol depends on

peer networks. It is essential to monitor large-scale peer-to-ge  the accuracy of the aggregated snapshots which is defined
applications by collecting measurements referred to as snapshotsby the completeness of the measurements. The goal is to
frqm the peers. However, existing solutions are not scalable and collect snapshots from all the peers even those who have left
fail to collect measurements from peers that departed before th the session before the time of collection. In other words, an

time of collection. We use progressive random linear network fficient t llecti tocol should be able t t
coding to disseminate the snapshots in the network, from which efncient trace collection protocol shou € able 10 Captur

the server pulls data in a delayed fashion. We leverage the power the dynamics of the peers which is a critical parameter for
of progressive encoding to increase block diversity and tolerate operators that allow monitoring of network performancee Th

extreme block losses by introducing redundancy in the network. most useful statistics are those collected from peersrigatie
Peers cooperate by allocating cache capacity for other peers. network due to Quality of Service degradation. The opesator

Snapshots of departed peers can thus be retrieved from the f ¢ ¢ hiahlv int ted in th ot
network. We show how our protocol controls the redundancy of peer-to-peer systems are nighly Interested in thoseaiesu

introduced through progressive encoding and thus scales to lagg  Shapshots. However, they fail to capture accurate snapshot
number of peers and tolerates high level of peer dynamics. since the amount of data is limited to the server bandwidth.

Indeed, operators tend to increase the time interval betwee
snapshots or pull data from a small subset of the peers.
o Since the trace collection is delay-tolerant, some designs

Peer-to-peer applications have been successfully deptoye propose to disseminate the traces produced by the peers in
provide many tasks such as content distribution, live 8t8@, the network and allow the server to probe the peers in a
distributed computation and collaborations. The main HdVadeIayed fashion. Such approach prevents peers from sending
tages of peer-to-peer architectures are scalabilityliease t0  oycessive simultaneous flows and shutting down the server. T
failure and easiness of use. However, the challenge of-larggierate traces losses due to peer dynamics, some redyndanc
scale peer-to-peer systems is the lack of internal knovéledg jnjected in the network. Network coding has been proposed
of the architecture and the Quality of Service parameteys gisseminate the traces in order to increase data diyersit
at the participating peers, due to the nature of peer-to-pegq to be resilient to losses [2], [3]. However, they did not
communication. It is critical to monitor such systems by-coyemonstrate how they can control the redundancy introduced
lecting measurements from the peers referred to as snapshely thus did not prove to scale to large-scale peer-to-peer
or traces. Such measurements consist of Quality of Serviggnyorks. The challenge is to utilize network coding in a way
metrics that allow operators to diagnose large-scale fweerhat allows the protocol to scale and, at the same time, to
peer applications. _ ) increase the diversity of the exchanged blocks.

A common approach to characterize and diagnose peer-tor this paper, we present a new trace collection protocol
peer networks is to collect periodic statistics from therpee that yses random linear network coding to exchange and store
Users periodically measure critical parameters and seem thihe snapshots in the network. Our protocol allows contisuou
to logging servers. However, such periodic snapshots evokrace generation and arbitrary trace dissemination by ¢eesp
high traffic and consume large bandwidth when the number ffo peers disseminate coded snapshots and cache them in a
peers is particularly large. UUSee Inc. [1] is a live peep&Br  gecentralized fashion in the peer-to-peer network. Theeser
streaming provider that relies on logging servers to cob@tl peripdically probes the peers using a small fixed bandwidth
aggregate snapshots periodically sent by each peer. Every f,, order to reconstruct the collected snapshots. The peers
or ten minutes, each peer sends a UDP packet to the ser§hperate in this process by allocating cache capacity to
containing vital statistics. However, the server bandwitit store snapshots generated by other peers. We use progressiv
not sufficient to handle such excessive amount of data. I fa@ncoding to control the redundancy introduced in the networ

This work is supported by NSERC Discovery, CRD and StratGyiants and the storage cost. Progressive network coding increases
(RGPIN 238994-06, CRDPJ 379623-08, STPGP 364910-08). the server decoding efficiency by progressively increasing
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the blocks diversity. Thus, it guarantees resilience tgdar important role in controlling the coded blocks dissemidate
scale peer departures and allows our design to adapt to peethe network and allowing the server to reconstruct the
dynamics and thus scale and handle flash crowds of pémrces generated by the peers. Hence, the design of a scalabl
arrivals. We show how our trace collection protocol is ablgace collection protocol that adapts to peer dynamics iesna
to capture accurate snapshots by reporting the percenfageéoobe a major challenge. As in [2], [3], we leverage the
generated snapshots collected by the server under higts leyower of network coding to collect snapshots. However, we
of peer departures. present a more practical way to use network coding for the

The remainder of the paper is organized as follows. Wissemination of the traces in the network. In fact, chapsin
Section Il, we discuss related work on trace collection preegment size equal to the number of generated blocks during
tocols. In Section 1, we present an overview of our protoc@n epoch, as in [2], limits the scalability of the protocodan
and discuss how progressive encoding guarantees efficientthe other hand, reducing the segment size to the number
traces dissemination. We present the complete trace tiollec of generated blocks of a single peer during an epoch, as in
protocol in Section IV. We evaluate our design and demof8], limits the diversity of the exchanged blocks. To soliest
strate its tolerance to high level of peer dynamics througiioblem, we propose to use progressive encoding. First, we
theoretical analysis and simulations in Section V and 8actiremove the periodic snapshot capturing restriction anolall
VI, respectively. Finally, we conclude the paper in Sectioarbitrary trace dissemination in order to collect meas s
VILI. from departing peers. Second, we use progressive random
linear network coding for trace dissemination to incredse t
block diversity and reduce storage cost. Finally, our proto
controls the redundancy introduced in the network and adapt

Little literature exists on protocols designed to colledb peer dynamics, and hence, unlike previously proposed
measurements from peer-to-peer systems. Astrolabe [4] isahemes, it scales to large-scale peer-to-peer sessions.
distributed information management system that aggregate First introduced by Ahlswedet al. [9], network coding has
measurements with gossip-based information exchange #e@n shown to improve information flow rates in multicast
replication. However, such information dissemination @s@s sessions [9]-[11]. The main idea is to allow the nodes to
significant bandwidth and storage costs. NetProfiler, gegdo perform coding operations, instead of simple replicatiod a
by Padmanabharet al. [5], is a peer-to-peer applicationforwarding, in order to alleviate competition among flows at
that enables monitoring of end-to-end performance througie bottlenecks. In a more practical setting, random limess
passive observations of existing traffic. The measuremenisrk coding, first proposed by Het al. [12], has been shown
are aggregated along DHT-based attribute hierarchies aodoe feasible. For instance, Avalanche [13] uses randamize
thus may not be resilient to high peer churn rates. Severgtwork coding for content distribution to reduce downioad
other tools have been developed for connectivity diagnosises. Network coding is performed within segments to which
such as pathchar [6] and tulip [7]. But these tools can kerandom linear code is applied. Another advantage of random
expensive and infeasible since they rely on active probing ieed network coding is its ability to increase the diversify
routers. Stutzbaclet al. [8] present a peer-to-peer crawlergiata blocks and improve resilience to block losses. Wu [14]
to capture snapshots of Gnutella network. The goal of tlso argues that network coding adapts to network dynamics,
crawler is to increase the accuracy of the captured snapbliot such as packet loss and link failures. In this paper, we éger
increasing the crawling speed. The protocol leveragesitbe t the power of network coding to diagnose large-scale peer-to
tier topology of Gnutella and thus is difficult to be generali peer systems using vital statistics collected from the agtw
to other peer-to-peer systems.

On the other hand, Echelon [2] uses network coding to dis-
seminate the snapshots in the network. Only coded snapshots
are exchanged in the network. It utilizes the advantage ofWe present a new trace collection protocol for large scale
block diversity and failure tolerance brought by randordizelive peer-to-peer applications. The protocol allows ocmumi
network coding. However, the number of peers that produoes trace generation and arbitrary trace disseminatiom fro
the snapshots is limited since the block size grows with thparticipating peers. The server collects the snapshotseby p
amount of snapshot peers. Also, the snapshots generationiadically probing the network. Depending on their Quality
divided into epochs during which each peer is required tf Service experience, the peers generate vital statiatics
receive a coded block of all the snapshots. This limits thexchange them with neighbors allowing the participatingrpe
amount of traces generated or the set of peers that collexicache them in a decentralized fashion. We do not assume
measurements. Niat al. [3] present a theoretical approacha periodic fixed size trace exchange but rather the peers
on using network coding for trace collection. Also, in theiproduce data independently at any time depending on their
protocol, the traces generation is divided into periodsroét Quality of Service experience. Such trace generation allow
The mechanism is a probabilistic gossip protocol that peréo the peers to produce more traces when experiencing imgportan
segment based network coding to buffer the snapshots in gre¥formance changes and to disseminate them even at the time
network for the server to collect them in a delayed fashiothey have to leave the session. On the other hand, the server
But such gossip protocol results in a significant redundaneajlocates a small bandwidth to periodically pull data from a
which limits its scalability. The segment size factor plays randomly selected set of peers during the streaming session

Il. RELATED WORK

Ill. PROTOCOLOVERVIEW



By buffering the traces in the network, we prevent the peedepending on their local view of neighbors’ departure rate.

from uploading their data simultaneously and hence we alloWe study and present an in-depth view of our protocol in the

the server to collect excessive data traffic in a delayeddash subsequent sections.

when the number of peers increases dramatically. In order to

be tolerant to peer dynamics, the trace collection mechanis IV. TRACE COLLECTION PROTOCOL

disseminates copies of the data generated in the network. B){ . . :

introducing redundancy in the network, the server can pull n this section, we present our trace collection protocol

9 Y ' PWhich applies progressive random linear network coding on

the traces produced by the peers even after they have left the . ; .
. € snapshots disseminated in the network. We assume that

session. .

all the peers allocate a cache capacity to store snapsloots fr

In our protocol, we use randomized linear network COdIr]gther peers. The participating peers encode blocks thahgel

for traces exchange and storage. Network coding increa§e§he same segment, hence generated by the same peer. They

the diversity of the data blocks and the tol_e rance to blocézenerate and distribute snapshots independently without a

losses upon peer departures. Network coding is performed " _ :
e . . time interval restrictions. We first present the data blankrfat

within segments, where each segment is defined by each peer . .

: ! . and then describe our trace collection protocol.

as the set of blocks forming their snapshots. Random linear

combinations are applied to each segmeéset,to the blocks

generated by the same peer. For instance, a peer that fra®ata Block Format

received blocks, that belong to the same segment, generat€phe format of the coded data block, shown in Figure 1,

new coded blocks by the linear combinations of the receiveddresses the progressive encoding used in our tracetamilec

blocks over a Galois field+F'(27), using randomly chosen protocol. We include the ID of the peer that produced the

coefficients. It sends those blocks to neighbors and stotggce associated with the data block. We also include ary entr

one coded block to be sent to the server once probed. Tbeindicate the segment number defined by the peer that has

segment size is a key factor in the design of the trace calfect produced the block. Th&F entry represents the spreading

protocol. T_he best solution WOUU require maximizing th_ﬁhctor that defines how far should the blocks associated with

segment size. As such, we maximize the blocks diversitliis segment propagate. We also append the coefficients used

and solve the caching capacity problem of the peers. Whignthe encoding process and the payload of the data block.
the segment size is small, the snapshots are less tolerant

to peer dynamics and the peers inject more segment in the | D
network. Therefore, neighbors would have to decide which
segment to cache and which segment to send. In contrdit, 1. Data block format.

when the segment size is larger, the coded blocks can beThe peers do not exchange any acknowledgements or re-
better dissgminated in th? network without generating maﬂ)ﬁests, instead they only disseminate sufficient data blotk
dependencies. The goal is to propagate the coded blocksyg network so that the server can decode their traces. The
as many peers as possible, in order to resist peer deparuied e on the other hand, does not send any acknowledg-
without resulting in many block dependencies at the server,qn; 1 the peers, instead it periodically collects datahsio
However, if peers wait to generate additional snapshots i e in the network and reconstructs original segmergswh

order to increase the number of blocks forming their segmeghssipie. Otherwise, such messages would lead to sigrtifican
they might leave the session and hence, their measuremeffSihead when used.

would be lost. We attempt to solve this problem by using

progressive encoding in our protocol. The peers perform o

progressive encoding by grouping newly generated tracas i Protocol Description

segment containing previous traces already disseminatisgi  Our goal is to control the redundancy introduced by the
network. Hence, the segment size is defined by each peer digsemination of the traces in the network and to efficiently
increases depending on the Quality of Service experiense. $tore the coded blocks in the peers’ caches until they are
the segment size increases, the blocks are disseminatkdrfurcollected by the server. We start by discussing the sprgadin
in the network to tolerate peer departures. Hence, peetsotonfactor entry, shown in Figure 1, that corresponds to the grou
the redundancy introduced in the network by modifying thef blocks forming a segmenik. Its value is set by the peer
segment size. A cached block is replaced with its randatimat has generated the segment and is modified whenever
linear combination with a newly received block that belongsew blocks are added to the segment. The spreading factor
to the same segment and which can contain more coefficiertstermines the number of blocks that should be disseminated
Through progressive encoding, the peers effectively dissein the network. In other words, it is an indicator of the
inate the coded blocks in the network. Also, the protocolumber of peers that should be reserving an entry in their
takes advantage of the fact that the server is periodicattpches for that segmeht In our trace collection protocol, the
probing the network since blocks containing different nemb spreading factor of a segment depends on its size, defined by
of coefficients are utilized to reconstruct the snapshots athe number of blocks it contains, and the neighbors’ departu
hence, are used to decode parts of the segment they beloatg. In fact, coded blocks belonging to a larger segmenildho

to. Finally, our protocol adapts to peer dynamics by allgwinbe cached more frequently in the network in order for the
the peers to adjust the amount of disseminated coded blosksver to decode them. Furthermore, a higher spreadingrfact

SF|C1|CZ|...|CS
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guarantees better tolerance to peer dynamics. Blocks chofilgorithm 1 Trace Collection Protocol.

spread further in the network to resist losses due to high Sending original coded blocks

level of peer departures. In our protocol, peers choose the M « collect measurements

appropriate spreading factor for the newly generated Islock B « divide M and packetize it into block of 1KB each
based on the local view of neighbor dynamics. Hence, the k& « previously disseminated segment or new segment
number of coded blocks disseminated in the network adapts ID

to the dynamic of the peers. By — By UB R
The spreading factor of a segmehntis calculated using a SF = a(d)logy (B x sizeof (By) + 1)
logarithmic function as shown in Equation (1). We use a loga-  for u =1 to sizeof(Neighbors)
rithmic function to take into account previously dissentéth SF, « Disseminate blocks.t. > SF, = SF
blocks of segmenk. Those blocks, with different number of fori=1t0 SF,_
coefficients, are used in the decoding process by the server. C « sizeof(By;) random coefficients
The spreading factor is defined as b=C x By
Sendb to peeru
SF = a(d)logy(Bn. + 1), (6 end for
end for

where n. is the number of coefficients of segmeht The

parametersa(d) and 3 determine the redundancy or the Receiving coded blocks

number of coded blocks to be injected in the network. The B « received coded blocks

variabled is the dynamic percentage rate measured using the St « retrieved message spreading factor
local view of neighbor dynamics. In our protocel(d) is a SF=SF-1

step function as shown in Equation (2). A peer measures its D < retrieved message source 1D
neighbor dynamics and modifies the spreading factor based on & < retrieved message segment ID

its sensitivity indicated by the percentage levgls j_« Cache entry for segmert from peer/ D
B« B;UB
o1 d<=p; for w =1 to sizeof(Neighbors)
a(d) = as p1<d<ps @ SF, < Disseminate blocks.t.>" SF, = SF
fori=1t0 SF,
o d>p C « sizeof(B') random coefficients
Our design objective is to effectively cache the traces @ th b=C x5
network and communicate them in a manner that resists high Sends to peeru
level of peer dynamics and allows the server to reconstruct engr}grfor
the traces by periodically pulling a fixed amount of arbityar ~ -
blocks from){[hpe networIZ E)I'he Srotocol is implementedtzasing g;_ szzéof(B/) random coefficients

progressive encoding as shown in Algorithm 1.
Upon experiencing Quality of Service changes, a peer
produces new measurements to be collected by the server.

if cache is full
j < oldest cache entry

Consequently, it generates traces and divides them intkglo elsg h
of size 1 KB each which fits in a single UDP packet. Then, é‘? new cache entry
it adds those blocks to its segmehtthat was previously ensnif :
disseminated in the network. After modifying the segment Bo—CxB
=

and increasing its size, the peer recalculates the spigadin

factor SF' using Equation (1). Accordingly, when it decides to

inject those newly generated blocks in the network, it sends

coded blocks from segmerit. A peer can decide to switch segmentk, if it exists. In case the cache is full, it replaces

to a new segment when. reaches a maximum value thathe oldest segment entry in the cache memory. Hence, as the

leads to significant coefficient overhead. Note that thekdocsegment size increases, the blocks propagate further in the

exchanged in the network, that belong to the same segmemtwork replacing previous versions of that same segment.

can have different number of coefficients. Such blocks aide number of disseminated blocks is determined by the

encoded together after appending a corresponding numbespifeading factor set by the peer that has produced the traces

zeros to adjust their sizes. By controlling the number of disseminated blocks, the proto
Upon receiving blocks from a segmeht a peer retrieves allows the server to decode a large segment of snapshots and

the spreading factor from the messages. It then applie®nandimits the number of linear dependent blocks in case of a

linear combinations to the newly received blocks and themall segment size. As such, our protocol decreases theehan

cached blocks that belong to that same segnkerdiccording of linear dependency when there are few coded blocks and

to the retrieved spreading factor, it sends coded blocks iticreases the chance of decoding a segment when it contains

neighbors and sets their appropriaté”’ entries. Finally, it a large number of coded blocks.

stores a coded block by replacing previous cache entry of theProgressive encoding is significant and effective when we




avoid using acknowledgments and requests in the trace do&ce collection protocol adapts to peer dynamics and pteve
lection protocol. In fact, through the segment replacemergdundant blocks from flooding the network.
mechanism, progressive encoding solves the problem of dat#s previously discussed, the cooperation of the peers is
block caching, where the peers have to decide wether determined by the cache capacity allocated to store blocks
keep an existing block or replace it with a new one. Thieom other peers. Peers with long lifetime contribute the
idea behind using progressive encoding is to increase blockost to the system. In our design, we fix the cache capacity
diversity in order to spread traces to as many peers as possillocated for other peers and replace oldest entries when th
without introducing many block dependencies at the seBer. cache is full. Peers store one copy of each segment received,
encoding previously disseminated blocks with newly geteera to be sent to the server once probed. The server, on the other
blocks, we increase blocks diversity in live trace generati hand, pulls a fixed amount of dafa, from the network every
The server, on the other hand, collects blocks belonging period of time 7. Each block pulled from the network is
segments that are increasing in size as it periodically ggoldeleted from the caches.
the network and deletes them from the peers’ caches. With
progressive encoding, such cached blocks are more meanigg- ' .
. . . . B~ Decoding Condition
ful since they help decoding segments that are increasingly
containing newly generated blocks. In addition, we avoiel th In order to simplify the analysis, we assume that the events
problem of decoding all or nothing since the server can deco@ccur at discrete timeé = 0,727, .... Consider a peer that

part of the segment if it has collected enough blocks duriftps generated a segménof sizen. and has disseminated its
its periodic probing. coded blocks t@ peers in a network of siz& . The server has

to collectn,. coded blocks in order to decode and reconstruct
V. THEORETICAL ANALYSIS the snapshots. However, the server uses a limited bandwidth
0 periodically probe the network consisting of dynamicrgee

_In th!s s_ect|on, we study the overhead g_enera_ted by t leave the session at a constant rate. We assume that the
dissemination of coded blocks and the relationship betweggssion terminates when all the peers depart

the parameters of our trace collection protocol discussed |

) . We use the following parameters in our analysis. We denote
the previous sections.

by C; the number of peers that store coded blocks from seg-
mentk at timet. Also, we denote the number of participating
A. Data Dissemination Overhead peers at timet by N,. Assume that the server probes the

In order for the design to scale, it should control th&etwork at a rate of one coded block from each of fhe
redundancy introduced by the dissemination of the snapshpeers every period of timé. The peers, on the other hand,
in the network. The segment size is an important factéepart at ratez, peers every period of timé. Hence, in this
in regulating the overhead involved in our trace collectiopcenario, we havé/; = N —t x R, and the redundancy ration
mechanism. RR = C/nc.

With progressive encoding, the coefficient overhead of aAssume that the random variablés at different timest
segment depends on its size defined by the number of coeffie independent. We defing; as the number of peers that
cientsn, it contains. Network coding operations are performeldave cached blocks from segmehtafter the departure of
over a Galois fiel@?. In a network ofn peers the coefficient t X Rq peers. The probability?(C; = 1) is equivalent to
overhead is around x ¢ + log, n bits. We limit the size of a the probability thatC' — I peers that store coded blocks from

block to 1K B which fits in a single UDP packet. segment: have left the session before tilmeWe thus have
On the other hand, the communication overhead is defined ( c )( N—C )

by the redundancy ratio and the cache capacity allocateleby t P(C, = 1) = ~C=1 Ol (4)

peers. Redundant blocks are not duplicates distributetian t (md)

network. Instead, when network coding is applied, reduhdafie expected value of the random variablgis
blocks are additional coded blocks exchanged. The senger ha

to collectn,. blocks in order to decode a segment containing 1 C N-C
n. coefficients. However, to tolerate peer dynamics, peers havE(Ct) = m Z l(C _ l> (th —C+ l)' (®)
to disseminate additional blocks which introduces redanga tRa 1=0 '

in the network. Based on the protocol described in Algorithm Define the random variable, as the number of collected

min{c,N—tR4}

1, the redundancy ratio is defined as blocks by the server when it probes the network at tirmEhe
variablez; follows a binomial distribution with parametefs,
RR — a(d)logy(Bne + 1) _ ©) and%. The probability that the server colledtsoded blocks

Ne from segmentk at time ¢ by probing! peers storing those
Note from Equation (3) that the redundancy adapts tyocks is
the dynamics of the peers. Based on the local view of R o\ o\ Brl
. . . . D t t
neighbor dynamics, a peer can adjust the spreading factor  P(x; =1) = ( ; ) (N) (1 - N) . (6)
. . . . t t
of its segments. Indeed, with higher level of peer dynamics,
a peer should disseminate more blocks to tolerate the lGdserefore, the expected value ©f is E(x;) = R, x % In
due to the departure of neighbors storing its data. Hence aither words, the expected number of collected coded blocks



when the server probes the network at tithés equal to exchange data blocks as previously discussed in order to
R, x % Since the session terminates when all the peers lealisseminate their snapshots in the network. The duration of

the session at time = Rﬁ, we express the total number ofthe session is 600 minutes. We use event-driven simulations
d

collected blocks as the random variabtesuch that and model the peer dynamics using exponential distribution
N/Ra N/Ra with a mean valuee. The peers generate traces and send
X — Z 2 =R, Z Q their blocks independently. We also model their behavior

i—o P N, using exponential distribution. The mean of the distributi

a; defines the aggressiveness of a peerhe server collects

We thus have a fixed amount of dat&), from the network every period of

E(X) time Ts. The number of blocks generated by the peers during
N/RdE c the session should be less than x T, in order for the server
= R, Z (C) to decode all the traces. We use the ratio of decoded blocks
N .
t=0 ¢ to the blocks generated as a metric to evaluate our protocol

R N/Rg4 min{o, N —try} o N_C under different levels of peer dynamics. We also measure the
= Np Z Z l< ) ( N ) redundancy collected or the linear dependent blocks deliiec
(th) =0 C—1J\tRqs—C+1 by the server. Furthermore, we evaluate the messaging-inten

| der for th ¢ ruct th hots f sity defined as the average number of blocks sent by each peer
n order-for the Server o reconstruct the snapsnots r%ITL]Jring the session. We generate various random topologies a
segmentk, it has to collect at leask. independent coded

investigate parameters such as peer dynamics, associdted w
bLOCklZ' Eenct:el, thf expelcted _r:_t;mb(:r of coIIecte(;ij ?ldﬁkf) the mean of the exponential distributien the peers’ cache
should be at feast equa to.. Therefore, we need to en Orcecapacity and the spreading factS#'. In the simulations, we
the following condition:

fix the parameteps of SF to 0.25 and varyx(d).

Ny

=0

N/R4 min{c,N—tRr,}
R, C N-C
— > ne
(tgd) ; N, ; Z(C - l> (th ~C+ l> = "a. Delayed Data Collection

(7) Through simulations, we show how our protocol can scale to
whereN; = N — tRy. large-scale peer-to-peer networks. For this purpose, pertre
In our trace collection, the parametér in condition (7) the percentage of generated blocks decoded by the server whe
can be replaced byRR x n. which refers to the number of it periodically pulls a fixed amount of data from the network.
coded blocks disseminated in the network, hence, the numieth this delayed trace collection, the server can handbgela
of peers that store a coded block from segnierit is evident scale peer-to-peer networks and prevent peers from sending
that a larger segment size. requires more peers to storesimultaneous excessive data.
coded blocks. Note that the further the right hand side of Figure 2 shows the number of decoded blocks in function
condition (7) exceeds the segment size, the higher is thethe spreading factor in a network consisting of 1000 peers
expected number of dependent blocks at the server. In aNe fix 3 to 0.25 and vary the paramete(d) of the spreading
protocol, we approximate the rates and messaging inteimsityfactor SF'. In this scenariax(d) does not depend on neighbor
order to satisfy condition (7). dynamics. We model the peer dynamics by setting the mean of
We note from condition (7) that the most efficient way t¢he exponential distribution to 100 minutes. We notice that
disseminate the coded blocks is by spreading the blockstk@ peers generate around 30,000 blocks during the session.
as many peers as possible. In fact, increasing the numberTee server collects a fixed amount of 800 blocks every 10
coded blocks stored at the peers does not adjust the valigutes. By caching the coded blocks in the peer-to-peer
of C to satisfy condition (7). Instead;’ only depends on network, the server is able to collect and reconstruct the
the number of peers storing coded blocks from segnient traces under the specified rate of peer departures. We notice
By choosing the appropriate messaging intensity we satigfym Figure 2, that for small values & F, the redundancy
the condition and hence tolerate the peer dynamics. This algeated in the network is not sufficient to tolerate the peer
applies to the number of segments generated by a single pgghamics which limits the decoding capabilities of the serv
To better resist network dynamics, a peer should maximizin the other hand, as we increase the spreading factor, the
the segment size used and hence, minimize the numberbfcks reach more peers and hence resist losses due to peer
injected segments to efficiently spread its coded block&ién tdepartures. Therefore, the server is able to collect enough
network. For this purpose, we implement progressive emgpdipackets to reconstruct most of the traces generated. We also
in our trace collection protocol, through which, we incasobserve that the number of dependent blocks collected by the
the segment size and control the redundancy introducecein Herver slightly increases. In fact, the redundancy dissated
network. in the network are coded blocks that are equally useful in
the decoding process since progressive encoding increases
VI. PROTOCOLEVALUATION the diversity of the blocks exchanged. This is one of the
In this section we study the efficiency of our trace collettioadvantages of using progressive network coding for blocks
protocol and its resilience to high level of peer dynamicge. Wdissemination. Moreover, we note that the message injensit
simulate a live peer-to-peer session where the peersahyjitr is around 900 KB. It increases as we increase the spreading
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Fig. 2. Message intensity and decodrig. 3.  Blocks dissemination and Shows how the number of decoded blocks increases as the
ing efficiency as a function of(d). collection in function of time. server collects additional data. For instance, we obséateal-
tnpugh the server collected 7 blocks containing 10 coeffisie

a delayed fashion, we report the blocks dissemination aﬁ ch, it was able to decode them using previously collected
collection in function of time in Figure 3. Note that the?OCKS containing only 5 coefficients. All the blocks repeoft
number of blocks collected follows a straight line since thl Figure 5 belong to the same segment. The server was

server periodically pulls 800 blocks from the network, anaple to decode 60 out of the 80 blocks forming the segment.

as such prevents the peers from uploading excessive ﬂo\,I\:Iggure 5 shows that our protocol increases the diversithef t

The gap between the curves demonstrates how the blocks ghanged blocks through progressive encoding and a]lows
disseminated first in the network and then collected by yjge server to reconstruct snapshots from a segment without

server at a later time. Between time 150 and 400 the blodi¥ Need to completely decode it. Indeed, when Algorithm 1

generation slows down since the number of participatingjspeéS applied during a session, the size .Of ‘h? segments grows
dramatically decreases. The remaining peers, with a lo pd th? number of coefficients cqnteyned in the exchanged
lifetime, store the snapshots of other peers that have iire ocks increases. As t.h? server periodically pulls da_tq\ftlrre
left. We observe from Figure 3, how the server is able to pJfF‘WO,”" blocks co.ntalnmg different number of cqeﬁlcseate
data from those peers until time 400, where all the partitipa used in the decoding process. As Sl_JCh' we avoid the problem
have left the session. Note that in this scenario, the sevasr of decoding all the segment or nothing.
able to reconstruct more th&% of the generated snapshots
The difference between the number of blocks collected a 2
those disseminated, shown after 400 minutes, is equal to
number of dependent coded blocks collected by server.

In Figure 4, we show how the probing quantiy, affects
the decoding efficiency. We fix the probing peri@d to 10 5

Furthermore, to clearly see how the server collects data
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minutes. The parameter(d) and 5 of the spreading factor | 0
are fixed to 50 and 0.25 respectively. Also the network si; 2 coettiens © P reevedbiooks 1
is set to 1000. Figure 4 reveals that the decoding is limited (a) (b)

when the number of collected blocks is less than the number
of generated blocks. We note a fast increase in the amount & >
decoded packets &3, x T, approaches the number of blocks Next, we fix the probing quantitg), to 800 and the probing
generated by the peers. A probing quantty equal to 800 is period 75 to 10 minutes and investigate the effect of the
sufficient to allow the server reconstruct most of the traéas peers’ cache size on the protocol. We set the mean value
we further increas€),, the number of decoded packets slightlpf the exponential distribution that models peer dynamics
increases but the amount of linear dependent blocks cetlecto 80 minutes. Figure 6 shows that with a cache size of
by the server increases significantly. Hence, a carefutsefe 100 KB the amount of decoded blocks is limited 6%
of probing quantity@,, can save the server bandwidth fromindependent of the spreading factor. In fact, the peers that
dependent coded blocks. have a longer lifetime are supposed to cache the data blocks
Figure 5 demonstrates how the progressive encoding usgdhe peers that have left the session in order for the server
in our trace collection protocol allows the server to re¢nret  to pull their blocks in a delayed fashion. However, with a
some snapshots from a segment received, even when it doashe size of 100 KB the peers have to drop blocks previously
not have enough blocks to decode all the segment. We repauffered. The server fails to collect sufficient number afdis
the number of decoded blocks collected from a randomiyg reconstruct additional snapshots under such rate of peer
selected peen;, as the server is periodically probing thedepartures. On the other hand, observe that a cache siz@ of 30
network. Figure 5(a) shows the distribution of the colldcteKB is sufficient to allow the server decode most of the blocks
blocks from peen: as a function of the number of coefficientggenerated using an appropriate spreading factor. We note a
retrieved from the messages. On the other hand, Figure 5¢byht decrease in the decoding efficiency for small cachessi

Reconstructing blocks of a segment collected by tingese
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This is due to the fact that for large valuesda(d), segments 3 ////g:;-z;‘l ——
occupy peer caches more than needed by the server, creag e ~ ] 60
additional dependency and preventing other generatedk®lo g e & —
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der different level of peer dynamicsdynamic sensitivity level.
Network consists of 3000 peers.
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o

and hence allow the server to collect its data and recoristruc
its snapshots. The redundancy raii®& of Equation (3) is an
indicator of the level of redundancy injected in the network
In our simulations, we calculat® R by measuring the ratio

[
Q=

Percentage of decoded blocks
(41 ~
(=]

IN
o

20 40 60 80

a(d) of blocks disseminated in the network to blocks generated by
Fig. 6. The effect of cache size on the decoding efficiency. the peers. We report in our results the percent#ﬂeWhere
smaller values 0% imply higher redundancy exchanged by
the peers.
B. Peer Dynamics Factor In the scenario of Figure 8&(d) has a single sensitivity

Our trace collection protocol adapts to peer dynamics aff¥el p1 at which the peers change their spreading factor
controls the redundancy disseminated in the network. \@cording to Equation (8). The parametenf SF' is set to
study the effect of peer dynamics and show how our protod®25 and the peers vary(d) depending on their neighbor
can tolerate high level of peer departures. By modifying tifiepartures rate. We fix the mean valku®f the exponential
spreading factoiSF, based on their local view of neighbordistribution, that models peer dynamics, to 20 minutes.
dynamics, peers can determine the redundancy that should be
disseminated in the network. ald) = { 50 d<=p (8)

In order to reveal the relation between the spreading factor 80 d>p

and the peer dynamics, we evaluate the percentage of decodafie observe from Figure 8 that for small valuesyef the
blocks under different values of the parameteas shown in server is able to reconstruct more snapshots. Indeed, vileen t
Figure 7. The network size is set to 3000 peers. We note tiilers are more sensitive to neighbor departures, theytadjus
under extreme level of peer dynamics, wherés equal to their spreading factor faster and hence resist high levpkef

30 minutes, the spreading factor parameté#) is required dynamics by injecting additional coded blocks in the networ

to be as high as 90 in order for the server to reconstrush the other hand, for large valuesof many coded blocks
most of the traces. With such rate of peer departures, th@uld be lost before the peers decide to adjust the spreading
cached blocks losses prevent the server from reconstguttén factor used. Note that when we reduce the sensitivity level
generated snapshots. Hence, a segment should spread fufhethe redundancy ratio increases. In fact, wheris small,

in the network reaching more peers in order to tolerate sugtbre peers would increase their spreading factor and hence
high level of peer dynamics. However, selecting a largeevalihcrease the messaging intensity. Peers become moreigensit

for a(d) under a low peer departures rate would result in maRy their neighbor dynamics and more blocks are exchanged
block dependencies at the server. Therefore, the spreadigl cached in the network.

factor should be chosen according to the peer dynamics.rin ou

protocol, peers determine the number of blocks to dissamina 100:

using Equation (1) which is a function of neighbors’ dynamic | ImlDecoded blocksHI1/RR|

percentage rate. 80}
In the previous scenarios, the parametéf) did not depend

on neighbor dynamicd. However, Figure 7 indicates that the

peers should modify the spreading factor depending on the

rate of peers’ departure. Since a peer does not have a global

knowledge of peer dynamics, it modifies its spreading factor 20}

based on the local view of neighbor dynamics. In our protocol

as the rate of neighbor departures augments, a peer insrease % 20 40 60 80 100

the spreading factor of its segment to disseminate addition e

coded blocks in the network. As the blocks are disseminateg. 9. Protocol's adaptability to peer dynamics in a netwodsisting

further in the network, a peer can tolerate neighbor dynamigosd%?o peers. The variableis the mean of the peer dynamics distribution

601

40}

Percentage




Finally, we fix the sensitivity levels and vary the mean valuef progressive encoding. We used event-driven simulations
e to study how our trace collection protocol adapts to higmodel the trace collection mechanism. Our protocol proeed t
level of peer dynamics. For this purpose, we apply our paitocscale and tolerate high level of peer departures. The sesult
in a network consisting of 5000 peers under different leveshowed how it adapts to peer dynamics by disseminating the
of peer departures. Peers change the spreading factor thppropriate amounts of coded blocks in order for the seover t
use according to Equation (9) and thus, adjust the messagiagonstruct most of the traces. The protocol presentedisn th

intensity. paper shows the benefits offered by random linear network
coding in peer-to-peer architectures. We demonstratedview
30 d<=20 can leverage the power of network coding once incorporated
ald)=1< 50 20<d<=35 9 inour design.
80 d>35
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