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Abstract— The peer-to-peer communication paradigm, when television channels to the general public. Furthermore, a
used to disseminate bulk content or to stream real-time mul- streaming session of live multimedia should be handled with
timedia, has enjoyed the distinct advantage obcalability when g wigher priority than a content distribution session ofkbul
compared to the client-server model, since it takes advantage . .
of available upload bandwidth at participating peers to alleviate df"‘ta 9-9-’ on-line ,baCkuDs.’)' In this work, such a. nqed for
server load. As multiple concurrent peer-to-peer sessions codsx  differentiated services to different peer-to-peer comication
in the Internet, it is natural to demand differentiated services in  sessions is referred to aervice differentiatiorin application-
different sessions, with respect to Quality of Service metrics such |ayer peer-to-peer networks. Although many mechanisme hav

as bit rates and latencies. The problem of service differentiation been proposed to support service differentiation in thevork
across sessions, however, has never been addressed in the Iitl-

erature at the application layer. In this paper, we open a new ayer [7]’,[8]' [9]{ very few have been lmplemented In F:oreian
direction of research that treats different peer-to-peer sessns €dge switches in the current Internet, which are still Igrge
with different priorities, and present Diverse, a novel application- best-effort.

layer approach to achieve service differentiation across differen
sessions. An extensive evaluation of our implementation &fiverse
in an emulated peer-to-peer environment has demonstrated its

effectiveness in achieving our design objectives. In this paper, we proposBiverse a new paradigm of peer-

to-peer communication with support for different levels of
service differentiation. IrDiverse we treat different sessions
l. INTRODUCTION with different priorities, and propose a novel applicatlager
The paradigm of peer-to-peer (P2P) communications ovapproach to achieve service differentiation across pegeer
the Internet [1], [2], [3] has been successfully implementecommunication sessions. Towards this objective, our iaigi
in current-generation Internet applications. Well knowt e contributions are two-foldFirst, we seek to construct and
ample applications include large-volume peer-to-peetardn customize optimal peer-to-peer topologies for each of the
distribution €.g., BitTorrent [4]), as well as on-demand orconcurrent sessions in the peer-to-peer overlay, basedein t
live peer-to-peer multimedia streaming [5], [6]. As oneloét priority levels.Secongbased on these optimal topologies, we
most significant benefits of peer-to-peer communicatioas, papply priority-based message scheduling at each of thepart
ticipating peers in a content distribution or streamingsg®s ipating peers in the application layer, which further impe
seek to maximally utilize their upload bandwidth capasitiethe quality experienced by high-priority sessions oveséhof
to serve other peers in the same session, alleviating ttte Idawer priorities. Highlights oDiverseinclude the design of a
on dedicated content distribution or streaming servergshSupractical protocol to implement service differentiationpeer-
an advantage is especially prominent when the number tofpeer networks, which adapts to network dynamics inclgdi
participating peers in a peer-to-peer session scales up,as peer joins, departures and network congestion. To our best
typical “flash crowd” scenario when a particular data item dmowledge, this paper is the first that identifies the need
media stream interests many peers at the same time. for service differentiation across peer-to-peer commation
As the peer-to-peer communication paradigm evolves in teessions, and that addresses the corresponding challeitges
Internet, we expect to experiennaultiple content distribution pure application-layer approaches.
or media streaming sessions, runngancurrentlyin the peer-
to-peer application-layer overlay. Similar to the concept
multicast groupsn traditional IP multicast, eactessiorhas its The remainder of this paper is organized as follows. In
own group of participating peers, and its own data item to k&ec. I, we present our system model and motivate the design
disseminated to all the participants (or media to be streumeof Diverse A detailed description of the main components
It is natural to expect that some of these sessions expednaiverse are discussed in Sec. lll. In Sec. IV, we present
better service with respect to Quality of Service (QoS) rogtr practical and fully distributed protocols that implemebi:
such as bit rates and latencies. As good examples, a live perse Evaluation results of its implementation in an emulated
to-peer streaming session of premium television chanmelspeer-to-peer environment are presented in Sec. V. We discus
paid subscribers should enjoy a higher priority and a bettexlated work and conclude the paper in Sec. VI and Sec. VII,
quality than another streaming session of regular broadcesspectively.



Il. DIVERSE: SYSTEM MODEL AND MOTIVATIONAL during retrieval.
INSIGHTS > In a peer-to-peer overlay, performance bottlenecks mainly
h occur at the peers at the edge of the Internet, rather

In this paper, we consider a collection of peers, with eac o
than at Internet backbone routers. This is due to the fact

peer participating in one or multiplpeer-to-peer communi- o

cation sessionsin each peer-to-peer communication session, at peers usually have very limited and heterogeneous

there is one original dataource and the rest of the peers  Processing and bandwidth capacities.

are receivers The connectivity graph among the source and Based on these assumptions, the design objective of an

receivers in one session constitutes a mesh overlay topologffective service differentiation mechanism is to provimter

The entire peer-to-peer overlayconsists of all such mesh Performance to high-priority sessions and a certain degfee

topologies, each in an peer-to-peer communication sessiorfairness to low-priority sessions, while still adaptinglte
Such a peer-to-peer overlay can be modeled as a directa dynamics in the network. In addition, we wish to make the

graphG = (N, A), where N is the set of all the vertices best use of th_e limited upload capacities at each of the peers

(peers) and4 is the set of directed arcs (directed peer-to-pedt the application layer.

links). Let S be the set of sessions that concurrently exist in We now motivate the design @fiverseby identifying a few

the peer-to-peer overlay. Lef” be the source for sessiop INfluential parameters that determine the main performance
Vs e S, andT, = {vgl),v§2),v§3)7 ...} be its set of receivers. metrics of a peer-to-peer_communlcatlon sess_lmd-to-end_

A, is the set of peer-to-peer links in sessiarWhen peeri delayandthrqughpu@experlenced by each peer in _the session.
is the upstreampeer serving peef in sessiors, i.e., peer; is A careful inspection of the end—to.—end delay in the peer-
the downstreanpeer ofi in s, the link (i, j) is in A,. We then to-peer session .Ieads to the followlng parqmeters: (1) The
have N — USGS({U§O)}UTS) and A = U..gA,. Each session message queueing delay at each intermediate peer, (2) _the
s is assigned to a certain priority level, denoted @y, with bandW|_dth s_hare allocgte_d by each peer for the sessionhwhic
a larger number denoting a higher priority level. An exampl%etermlnes Its transmission dglay; (3) the_ number of oyerla
of such a peer-to-peer overlay with two sessions is illtstta hops traversed by data flows in the. session from the source;
in Fig. 1. and (4) the delay on each overlay link between peers (deter-

mined by the sum of delays in the underlying IP-layer links).

In Diverse to reduce the message queueing delay at each
peer, we apply an application-layer priority schedulingoal
rithm, henceforth referred to as theerlay priority scheduling
algorithm. Such scheduling of messages belonging to difiter
sessions allows for differentiated queueing delays at desg
with respect to sessions at different priority levels.

To address the challenges of differentiating other delay pa
rameters and throughput across different sessions, wegeop
a priority-based optimal topology construction and baruttkvi
allocation algorithm, referred to agptimal bandwidth alloca-
tion algorithm. In this algorithm, by choosing better overlay
paths for high-priority sessions, we take into considerathe
number of overlay hops the paths traverse, as well as the qual
ity of overlay links. By allocating upload bandwidths baged
the priority levels, we further guarantee the bandwidthreha
for high-priority sessionsDiverse represents the design of
efficient algorithms that implement these key insights.

Peer-to-peer session 1

Peer-to-peer session 2

All concurrent peer-to-peer
sessions

IIl. DIVERSE: EFFECTIVE SERVICE DIFFERENTIATION
Diverse represents a complete solution towards the real-
In the design oDiversein this paper, we make the following ization of service differentiation across sessions ofedght

realistic assumptions: priorities. It consists of two main componentsierlay priority

>~ At different times in a communication session, a peesrchedulmgand priority-based optimal bandwidth allocation

may switch to different upstream peers to retrieve its o _

available data content at the moment. Therefore, the meh Overlay priority scheduling

topologies of the sessions are changing dynamically.  When data messages belonging to different sessions arrive at
> In such a mesh network featuring parallel downloading, peer, the scheduling of the order in which they are prodesse

there are risks the same content may be unnecessaahd relayed to other peers plays a significant role in differe

supplied by multiple upstream peers. In this paper, wating their queueing delays. Therefore, we design two ibyior

assume such delivery redundancy problem is solved bghedulers at each peer, for incoming and outgoing messages

applying a certain coding schemeg, network coding, respectively. An example of the two priority schedulers is

and there is no need to reconcile the content differenshown in Fig. 2, in which Peeris participating in4 sessions,

Fig. 1. Concurrent peer-to-peer communication sessionsxamge.
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Fig. 2. Overlay scheduling with two priority schedulers: emmple.

with sessionl and 2 in the high priority levelll, session3 peer to all the sessions based on their priority levels.

and4 in the low priority levell. In Diverse the implementation of priority scheduling at
At the incoming scheduler of each peer, an incoming meR€ers in the application layer effectively compensates the

sage queue is established for each of the sessions the pe&iG Of such support at underlying IP routers. As we assume

participating in, and these queues are organized baseckon tRerformance bottlenecks of a peer-to-peer overlay lie & th

priority levels. Messages in different queues are procksdR€ers rather than the routers, we believe such application-

starting from the highest priority level. If there afépriority l8yer priority scheduling can actually achieve better werv

levels in total, the scheduler serves the messages from ffierentiation across multiple peer-to-peer sessions.

gueues at priority levet only if there does not exist any

message in the queues at priority levels 1, c +2, ..., C. B. Priority-based optimal bandwidth allocation

For queues in the same priority level, a round robin approachW

. lied t hedul ¢ giff t ¢ e next present the derivation of our optimal bandwidth
'S applied to scnedule messages from difierent queues 1o H?I%cation algorithm, which constructs priority-basedioal

processor. In Fhe example shown in Fig. 2, the 'ncom!r{gpologies and computes bandwidth share along the links

gueues of sessionand2 are processed before those ofsessu}gr all the sessions in the peer-to-peer overlay. Towards

3 and4, as long as they are not empty. this objective, we first set up a convex optimization model
At the outgoing scheduler, a message queue is set up figit maximizes overall utilities received by the peers in al

each of the outgoing message flows of a session, whichtfig: sessions. Better path selection and favorable baruwidt

destined to a downstream peer. These queues are schedulegideation for high-priority sessions are achieved byetftely

send data messages in the order of their session’s prigritirmulating session priorities and the quality of overlayks

and at the optimal rates computed by the priority-basesto utility functions. We then discuss its solution algbm

bandwidth allocator, which implements the optimal bandiwid based on Lagrangian relaxation technique and subgradient

allocation algorithm to be discussed in the following seti algorithm.

The regulation of allocated bandwidths for the message flowsy) problem formulation: We use Ul o represent the

are implemented by keeping track of thiene to send the ility that peer; can receive by retrieving content of session
next messagéor each of the queues. Theme to send the s from upstream peer. It is a non-decreasing function of the
next messagr an outgoing queue is initialized to zero, andjariablex'"”), the bandwidth allocated for sessisrlong link
increased by the time used to send one messige,the (i,). We further assumé]ﬁij)(xgij)) is strictly concave and
message size divided by the allocated bandwidth, wheneygice gifferentiable [10]. Based on our bottleneck assuampt

a message of this queue is sent. Therefore, the outgo[jg consider constraints of the heterogeneous upload and
scheduler goes through the outgoing queues in the order@fynioad capacities of each pegrdenoted byO; and I

their priorities, and sends messages from a queue as '0”9&%ectively. LetR. be the maximum rate of sessian We

the current time is later than thiene to send the next messaggssyme that a receiver only participates in sessions whose

of this queue. As an analytical example based on Fig. 2, & dghia| rate can be accommodated by its download capacity,
messages are all of the same size and the bandwidths atlocate S er Ry < I. In this case, we include the session
] s:1i€Ts s X Lg- ’

to five outgoing flows are, 4, 3, 2, 1 respectively, the outgoing 4te “constraints at each receiver in the convex program, but
scheduler sends (on averagg)4, 3, 2, 1 messages in one omjt the download capacity constraint, which will otheravis

round for queued to 5, respectively. be redundant. The convex program is formulated as follows:
With the two schedulers, data messages belonging to highP:

priority sessions are guaranteed a lower queueing deldyeat t (i) (i)

peers. However, the risk of starving low-priority sessiamsy maxy > UM (@) @)

arise with such priority scheduling. To eliminate such &ris €S (1.5)€As

in our design, we also optimally allocate upload capacita of subject to



> oses Z cA, xsw <O0;, YieN, = — Z Z Z U) (ZJ) ujx(lj) Z Z WR

Z ea, msm <R., Vj €T Vs € s, (2) i€EN s€S j: (.z,j)EA . seS jeTs
Then we obtain the Lagrangian dual as follows:

27 > 0, V(i,7) € Ay, Vs € S.
max L(y) @)
An optimal solution to convex program, {x(” V(i, ) € #=0
A,,Vs € S}, provides an optimal bandwidth allocation stratwhere
egy, and determines the optimal delivery paths for all the L(p)
sessions in the network. In order to select better paths and = min( =330 > (U@ - plal)y
guarantee the rate for high-priority sessions, we detegtiie iEN s€S j:(4,§)EAs
utility function U{"), (i, j) € A,, Vs € S, as follows: its -3 R
. . . Lo . L P Rs)
value is larger if session is in a higher priority leveland 5.
if the quality of link (4, j) is better. The quality of link3i, j .
can be determined (by )the delay or loss rate on tr:(e I|r)1k, or = maXZZ Y. U @D) - plal))
the stability of upstream peer We will mainly usedelay to 1EN s€5j:(i,]) €A
evaluate the link quality in our protocol. With'; being the — Z Z R, (5)
priority of sessions and Q(*/) denoting the quality of link SES jET,

(i,4), we formulate the utility function as

7 = Cylog(1 4 QU (11,

and the polytopeP is defined by the following constraints:

ZSESZJ (i,j)€As msj <O“ V'LGN,

By maximizing utility functions in this form, the convex op- 2{7 > 0, Vs € S,V(i,j) € As.
timization guarantees delivery rates of higher prioritgssens . o
rather than those of lower priority sessions, and assiggeda  Here, the Lagrangian multipligr; can be understood as the
bandwidths for the former on the links with better qualityPriCe pProvided by receivef to its upstream peers for session
In addition, faimess of bandwidth allocation to all sessio S+ Such an interpretation will become clear as we come to the
is also guaranteed with this strictly-concave logarithfoioc-  2djustment ofuJ with the subgradient algorithm.
tion [11]. We also note that the input session topologies to \We observe that the Lagrangian subproblem in (5) can be
the optimization problem are dynamically determined by ttféecomposed into multiple sub convex optimization problems
content availability at the peers. Therefore, the upstrpasrs €ach to be independently solvable by a pgeri € N:
of a receiver in the input topologies are those which already (ij i
have the contents it attempts to retrieve. This implicities maxz Z (])) ©)

. . . . . . seS
overlay hop counts into consideration in the optimizatiamg . €5 gi(h)ed,
thus the receivers are guaranteed to be in close proximttyeto subject to
source in terms of overlay hop counts in the resulting odtima
topologies. > ses ZJ (i) €A, xs < 0, @)
z{9) >0,Vs € S,Vj:(i,)) € As. (8)

2) Subgradient solution:In order to derive a fully de-
centralized algorithm to solve convex progrdémwe utilize  Based on this nice decomposable structure of the La-
the subgradient algorithm based on Lagrangian relaxatigrangian subproblem in (5), we are able to solve the La-
technique, which is an efficient solution technique for @av grangian dual in (4) with subgradient algorithm in a disitéxl
programs and can naturally achieve distributed implentiemia fashion. In what follows, we discuss the subgradient atbonj
[12], [13]. which solves the Lagrangian dual and also derives the optima

We start by analyzing the decomposition of convex prograf®lution to the primal problerf.
P into multiple subproblems which can be independently We start with a set of initial non-negative Lagrangian
solved by each peer with its local information. For thignultipliers p2[0], Vj € T, Vs € S. During each iteration
purpose, we utilize Lagrangian relaxation technique afakre k£ of the subgradient algorithmi = 1,2,..., given the
the constraints in (2) to derive Lagrangian dual of the plimgurrent Lagrangian multiplier valugs;[k], we solve the{N|
problem P. To apply Lagrangian relaxation, we considesubproblems in (6) by an approach similar to water filling
the equivalent standard minimization form of the objectivepp. 245, [14]), which goes as follows:
function in (1): The water-filling approach. Let f(x) be the objective func-

tion in (6) i.e,
min — Z Z U(U (7«7 (3) ' B
€S (i,)€A, Z Z (UG (209 — 2 (D)

- . T . s€S5 j:(i,§)€As
Associating Lagrangian multipliers’, Vj € T, Vs € .S, with

the constraints in (2), we modify the objective function ®:( Then the marginal utility for:{?) is

Y Y UE)+ X s Y e - Ry V) _ g0 a9) — g,

SES (i,5)E€As S€ES JETs (i j)EA, dxg”) s




Beginning withz{?) = 0, Vj:(i,7) € As, Vs € S, we find timal Lagrangian multiplier values for the Lagrangian dual
onexz{"”) with the largest positive marginal utility and increaséut also derives the optimal solution to the primal probm
this 2{7. As U (209) is strictly Concave,U;(ij)(xgij)g which is formally stated in the following theorem.
decreases with the increase of”). We increase this:\”) Theorem 2.With the subgradient algorithm described in Table
until its marginal utility is no longer the largest. Then wd: Starting from any nonnegative multiplier vectpr, where
find a newz{”’ with the currently largest marginal utility and# = (#2,VJ € T5,¥s € 5), the sequence of vectogk]}
increase it. This process repeats until the sum of:gf’s, CONVerges to its opt|(rE§Jm*', and the sequence of vectors
Vi : (i,j) € A,, Vs € S, reachesO; or all the marginal 1¢[Fl}, wherez = (2577, v(i,j) € A,,Vs € S), converges
utilities become zero. o to the unique optimal solution™ of the primal problen®.

We again postpone the proof to Appendix II.

This water-filling approach can be intuitively understosd a 3) An illustrative exampleWe now give a simple illustra-
follows: we always allocate the upload capacity of peer tive example to demonstrate the convergence of the algorith
i.e, 0;, to such a bandwidth variable”, that the objective t0 priority-based optimal topologies. Fig. 3 shows a peer-t
function f(z) achieves the largest gains. We further prove tHeer overlay network with two sessions from two sources to
correctness of the approach in the following theorem: four common receivers, with session rates = Ry = 500
Theorem 1. The above water-filling approach obtains arKbps, and priorities”; =2 andC; = 1. O; for the six peers,
optimal solution for the convex optimization problem in. (6) v5 v, v, v@, v® andv®), arel, 1, 0.5, 0.9, 0.3 and

We postpone detailed proof of theorem 1 to Appendix 1. 0.5 (in Mbps), respectively. Numbers labeled on the links of

With the optimalz{")[k]'s computed by the water-filing Fig- 3 (A) indicate link delays. With the subgradient algjom,

method, we then update the Lagrangian multipliers by th_e price vectop converges yvithin')o itera_tions, as shown in
Fig. 3 (B). The resulting optimal topologies for both sessio

pd [k + 1] = max(0, g [k] + 0[k] (> 2{P[k] - R,)), are depicted in Fig. 3 (C) and (D) respectively, with the
i:(4,5) € As allocated bandwidths labeled on the links (in Mbps). Eviljen
Vi e Ts,Vs €S, (9) high-priority session uses better links with allocate rates for
ﬁllethe peers up to the maximum session rate, while se€sion
Igncks up the remaining available bandwidth, and its maximum
rate is not achieved by all the participants.

where 6 is a sequence of step sizes that guarantees
convergence of the subgradient algorithm, if it satisfies
following conditions (pp. 26, [12]):
o0 IV. DIVERSE: PRACTICAL DISTRIBUTED PROTOCOLS
0[k] > 0,1im;._.oc0[k] = 0, and Z 0[k] = oo. (10) In this section, we design practical protocols to implement
k=1 Diversés optimal bandwidth allocation algorithm and overlay
In our algorithm, we choose the step length sequetiep= priority scheduling, as well as to handle various dynamics i
a/(b+ ck),Vk,a > 0,b > 0,c¢ > 0, which satisfies the aboverealistic peer-to-peer networks.
conditions.
Eq. (9) shows the adjustment of prices at each recgiver A. Optimal bandwidth allocation protocol
all the sessions it participates in, based on the allocgtezhd The subgradient algorithm in Table | is directly imple-
bandwidths from its upstream peers. If the total acquirgdentable with a fully decentralized protocol. In the pratipc
bandwidth for session exceeds the session rate, constraint (2 each peei, as a downstream peer, it maintains its pripés
is violated, and thus pricg? is raised,; if the total bandwidth for all the sessions it participates in; as an upstream ftesr,

fails to reach the session rate, the price is reduced. responsible for allocating upload bandwidth to its doweestn
The subgradient algorithm to solve Lagrangian dual in (4)eers, by solving the sub optimization problem in (6).
is summarized in Table I. Let S; be the set of sessions pegeis in. In each iteration,
TABLE | peeri sends its pricesii,Vs € S; to its upstream peers
OPTIMAL BANDWIDTH ALLOCATION ALGORITHM in the corresponding sessions. Meanwhile, after it reseive

the current prices:/ from all its downstream peers for all
the sessions irf;, it allocates its upload capacity with the
water-filling approach. Then it communicates the computed
optimal bandwidthsz {7,V - (i,7) € Ag,Vs € S;, to the
corresponding downstream peers. As its upstream peers are
allocating their own upload capacities as well, peeeceives

1. Choose initial Lagrangian multiplier valugg[0], at each
receiverj in sessions, Vs € S.

2. Repeat the following iteration until convergence:
at timesk = 1,2, ...

1) Solve the convex program in (6) with the water-filling -
approach at each peéiin N, and deriver¥/ [k], Vj : (i, ) € its allocated sharer(*”,Vu : (u,i) € A,,Vs € S, at the
A, Vs € S; same time. When it has collected all the allocated bandwidths
2) Update Lagrangian multiplierpilk 4+ 1] = for sessions, it adjusts its price for the sessiop!, based
max(0, i [k] + Ok) (3. (i jyea, k] — R,)), where on Eg. (9), and again communicates the updated prices to the
0[k] = a/(b+ ck), at each receivey in sessions, Vs € S. upstream peers.

We implement two types of messages in the protocol: Price
Update PU) messages, carrying updated price from a down-
This subgradient algorithm not only converges to the ogtream peer; Bandwidth Updat8lJ) messages, containing



V

0 10 20 30 40 50 60 70 80
Iteration number

® ®) © ©)
Fig. 3. Priority-based optimal bandwidth allocation: anrepée with two sessions.

Downstream

pecre  allocated bandwidth updates from its neighbor peers. Is thi
way, local changes will propagate throughout the netwankl, a
all the affected peers cooperate in a new round of optimal
bandwidth allocation.
Downstream Note that in this scenario, the optimization protocol alsay
peer F runs from the previous optimal values, thus expediting its
convergence to the new optimum. Only slight modifications
Fig. 4. Messaging model for the optimal bandwidth allocatiwtcpnol. to the protoc0| in Table Il are required for |t to run in Such

allocated bandwidths from an upstream peer. An illusteatif* dy?a:ntlr(]: envtl_r °r_1mf_”t- Ins;[eadl Of_ 'U!tlﬁglz_lﬂglti to Zt?"”l
example for the messaging in each iteration of the subgmatdkgve start the optimization protocol wifh)’s being the optima

algorithm is given in Fig. 4, and details of the distributed"¢€S optgmed in the prewous t|m'e slot. . .
optimal bandwidth allocation protocol are summarized in In addition to executing the optimal bandwidth allocation
Table IL. protocol once every time slot, each peer also promptly adapt

to local dynamics inside each time slot, in order to provide
consistent performance guarantee for high-priority sessi
We divide our discussion into three cases.

The pseudocode for the priority scheduling protocols to be 1) Peer joins: In a time slot, when a peer joins session
implemented at the incoming and outgoing schedulers ofsait js pootstrapped withU initial upstream peers. Then it

Upstream
peer A

Upstream
peer B

B. Overlay priority scheduling protocols

peer is given in Table III. requests bandwidtHl from each of these upstream peers.
Upon receiving such a request from a new peer, an upstream
C. Handling network dynamics peer first assigns its spare upload bandwidth to it. If thabts

A peer-to-peer communication network is inherently dysufficient, it further shares the bandwidth allocated tsises

namic: peers may join and leave at will, delay may fluctuatihose priorities are lower than in proportion to their priority
and congestion may occur along an overlay link, etc. Su¥RlUes.
dynamics pose a significant challenge to our protocol im- 2) Peer departuresWhen a peer detects the departure or
plementation, especially for the priority-based optimahty- failure of an upstream peer from sessignit tries to obtain
width allocation protocol. IrDiversg we consider appropriate more upload bandwidth from its remaining upstream peers to
handling of network dynamics as one of our main desigiPmpensate its rate loss. When an upstream peer receives such
objectives. a request for more bandwidth, its handling is similar to teerp

In our implementation, time is divided intslots which joining case. The upstream peer first assigns its spare diploa
are the time intervals for updating local measurements af@ndwidth to the requesting peer, and then proportionally
topology information, and for executing the optimal bandhhvi deprives bandwidth allocated to lower priority sessions.
allocation protocol with updated information. 3) Network congestionin our system model, we assume

In every time slot, each peer actively collects or updatespacity bottlenecks occur at the peers, rather than agnout
local information for its optimal upload bandwidth allowat, underlying overlay links. Therefore, while available dagr
e.g, pinging neighbor peers to measure the overlay link delay#k bandwidths may fluctuate due to cross traffic variation
With the updated information, at the beginning of a time,sloat the routers, it still does not constitute the bottlenetk i
a peer initiates the protocol execution by sending out it namost cases, and thus does not affect optimal upload barfuwidt
prices if it has detected any changes in the previous tinte slallocation. Nevertheless, iDiverse we do consider handling
e.g, join/departure of a neighbor peer, delay variation on th severe congestion that may occur along the overlay links
adjacent overlay links, etc. A peer who has not experiencétdsome time slots.
any change in its local topology will also participate in the In this case, delay on a congested overlay link becomes
protocol execution, when it receives any price updates wch larger than previously detected delays on the same link



TABLE I
OPTIMAL BANDWIDTH ALLOCATION PROTOCOL EXECUTED AT PEER:

Notations:
S;: the set of sessions peeparticipates in. 5 Updateg”) in DBy, Vs € S;,Vj : (i,7) € As
M;: the set of prices peeroffers for all sessions irb;. 6 for each downstream pegy(i,j) € A, Vs € S;
P;: the set of received prices from downstream peers. 7 SemBU message containingi”),Vs €S
UB;: the set of received allocated bandwidths from upstream 8 end for
peers. 9 P — 9
DB;: the set of allocated bandwidths to downstream peers. tad if
Initialization: Upon receiving aBU message:
1 P —o¢ 1  Retrieve allocated bandwidtt"" from the message
2 UBi—¢ 2 UB; «— UB, U{z""}
3 DB+ ¢ 3 for each session, Vs € S;
4  M; — {pilul =0,Vs € S} 4 if UB; contains all the allocated bandwidths for session
5 SendPU messages containing initiaf’s to all the upstream s, i.e, xé“”,Vu s (u,i) € As
peersVu, (u,i) € A,,Vs € S; 5 e max(0, ik + (5 e a, w8 — Ry))
6 Updateu: in M;
Upon receiving aPU message: 7 for each upstream peer in sessions, (u,i) € A
1 Retrieve priceu’ from the message 8 Senda PU message containing:,
2 P PRU{) _ 9 UB; — UB; — {z{""}
3 if P; contains all the priceg’,Vs € S;,Vj : (i,5) € A 10 end for
4 Computez(”, Vs € S;,Vj : (i,5) € As, by solving (6) 11 endif
with the water-filling method 12  end for
TABLE IlI

PRIORITY SCHEDULING PROTOCOLS AT PEER

Notations:
S;: the set of sessions pegis participating in 5 m « first message itnQueuefc][q]
P;: the highest priority level among sessionsdn 6 dequeue and process
inQueuek]: the set of incoming data message queues at priority 7 end if
level ¢, in which each queue contains the incoming messages for 8 end for
one session irb; 9 end while
outQueuel]: the set of outgoing data message queues at priority 1énd for
level ¢, in which each queue contains the outgoing messages of a
session inS; to one downstream peer Outgoing scheduler:
I[c]: the number of peei’s incoming gueues at priority level 1 forc=Ptol
Olc]: the number of peei’s outgoing queues at priority level 2 for ¢ =1 to O[]
timeForNextMsfp]: time to send the next message for queue 3 while current time> timeForNextMsfy]
z{": allocated bandwidth to downstream peein sessions 4 m « first message in the quewaitQueueg][q],
which belongs to sessianand is destined to downstream peger
Incoming scheduler: 5 dequeuen and sendn to j
1 forec=Ptol 6 timeForNextMsfp] — timeForNextMsfg] + ”;‘fiﬁe
2 while the queues innQueuefc] are not empty 7 end while ’
3 for ¢ =1 to I[] 8 end for
4 if the incoming queuéQueuek][q] is not empty 9 end for

Then, in the optimal bandwidth allocation protocol exedutecorrespondingly. When multiple sessions are sharing a same
at the next time slot, less upload bandwidth will be allodatdink, it starts to reduce bandwidth from those sessions at
along this link, as we consider link delays in the utilitythe lowest priority level. Meanwhile, an affected downatre
functions of the optimization. peer will actively seek more upload bandwidth from its other
upstream peers, so as to compensate its rate loss.

Besides, inside the time slot, such congestion is actively
detected and adapted as well, in the follow way: Each peerWith such adaptation to network dynamics inside and across
periodically estimates its achieved receiving rate in eadine slots,Diversemaximally ensures the service quality for
session from each upstream peer. When its receiving r&igh-priority sessions and is able to achieve excellentiser
is less than the allocated upload bandwidth, which is ti§iifferentiation results at all times.
sending rate at the upstream peer, we know congestion has
occurred along the link. The downstream peer then feeds back V. EXPERIMENTAL EVALUATION
this rate discrepancy to the sender. At the upstream peer, iWith the C++ programming language, we have implemented
decreases its allocated bandwidths along the congestesl liDiverseprotocols in an emulated peer-to-peer overlay environ-
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Fig. 6. Communication overhead in static networks.

ment. Our implementation includes the priority-based rmgss optimal bandwidth allocation algorithm is fully decenizald,
scheduling and queue administration in the applicatioeray and thus exhibit its outstanding scalability as the netvgizke
and the distributed optimal bandwidth allocation protoabl increases.
each peer. Our implementation also provides measurement ofhe communication overhead for sendif®)) and BU
QoS metrics and support for network parameter emulatiomessages in the protocol is illustrated in Fig. 6. Fig. 6 (A)
such as peer upload/download capacities. It runs in the UNBKows that each peer sends 6ut 7 messages on average in
operating system (Linux, Mac OS and other BSD variantgjach iteration in all the networks, as the average edgetgiésisi
and uses standard Berkeley sockets to establish TCP conrg¢-inks per peer, and communication mainly occurs among
tions between peers. Actual data messages in each peemtsighboring peers. Fig. 6 (B) shows the average messaging
peer session are transmitted from the source, schedulecb@tdwidth used at each peer for the protocol execution. As a
intermediate peers, and received at the receiving peers. PU or BU message is simply composed of an application-layer
With Diverseimplementation, we have conducted extensivéiessage header aft bytes and a payload of a few double
experimental evaluations on a high-performance cluster covalues, the messaging overhead is as low-as KB/s, which
sisting of 50 Dell 1425SC and Sun v20z dual-CPU serverss trivial compared to the data rates in the sessions. Als§ngo
each equipped with dual Intel Pentium 4 Xeon 3.6GHz antlat the protocol execution takes only a very short period of
dual AMD Opteron 250 processors. In order to emulate otime, we conclude that our distributed protocol to derive th
protocols in realistic network settings, we generate ramdooptimal bandwidth allocation is indeed very lightweight.
network topologies based on power-law degree distribation
with the Boston topology generatoBRITE [15]. In each B
topology, a peer has six neighbors on average. Download anq
upload capacities for the peers are uniformly chosen fraen th®
range of1.5 — 4.5 Mbps and0.6 — 0.9 Mbps, respectively. ~We next examine the dynamic behavior of our protocol
Overlay link delays are uniformly selected betweems and in practical networks with peer joins and departures. We
10 ms. Except for the experiments in Sec. V-D.2, we run twivestigate two peer dynamics scenarios. In each scenegio,
sessions in each network: Sessigra high-priority streaming consider two sessions, streaming and downloading as stated
session with priorityC;, = 2; Session2, a low-priority data earlier, with maximum rates ¢f00 Kbps andl Mbps respec-
downloading session, with priorit¢’, = 1. In each network, tively. The length of each time slot is set30 seconds. Based

there is one source for each session, and the remaining pé¥rgliscussions in Sec. IV-C, our optimal bandwidth allawati
participate in both sessions. protocol is executed at the beginning of each time slot, dbase

on peer dynamics occurred in the previous time slot, and
] ) ) ) _from the previous optimal values. Meanwhile, our dynamics
A. Performance of optimal bandwidth allocation in Stat'cnandling protocol also actively adapts to peer dynamicgihe
networks time slot.
We first investigate the convergence speed and messaging) Scenario 1:In the first scenario, both sessions run for a
overhead ofDiversés optimal bandwidth allocation protocol total of 22.5 minutes. In the firstt0 minutes,200 peers join
in static networks of different numbers of peers. In eachef t the sessions at random time; then starting frihd minutes,
static networks, the protocol runs from the beginning, whepeers start to leave the network.
all the pricesu are initialized to zero. Maximum session rates The results of this experiment are summarized in Fig. 7.
of the streaming and downloading sessions are sgii&bps Fig. 7 (A) shows the dynamics of peer numbers in the
and1 Mbps respectively in this experiment. network. Fig. 7 (B) illustrates the convergence of pricetoec
In Fig. 5, we observe that the number of iterations exer from its previous optimal values in each time slot during
cuted for algorithm convergence remains almost the same the entire process, with the additional number of iteration
networks of peer numbers frof0 up to 500. Also, the total for the convergence shown in Fig. 7 (C). We can see that
running time to converge does not change much, which reveadseach time slot, convergence to a new optimal price vector
that the running time for each iteration is similar regasdlef from the previous one takes much fewer iterations and much
the network sizes. Such results meet our expectation, as shorter time, compared to running from the very beginning in

Performance of optimal bandwidth allocation in dynamic
works
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In our evaluations, we have also investigated the impact
(D) of varying available overlay link capacities on the optimal
upload bandwidth allocation. We experimented with reiglist

link bandwidths, chosen from the distribution of measured
available bandwidth between PlanetLab nodes [16]. However

the cases of static networks of the same sizes. As peer jofg find the bandwidths are generally much larger than the
and departures are practical scenarios in realistic pepeer S€SSION rates, so their slight variations do not affect esults
networks, this suggests that our optimal bandwidth allopat Much. Therefore, we omit the experiment results for thicas
algorithm can actually delivery good performance in pragti Given the over provisioning situation in the core of the eatr
The average throughput at each peer in each of the t\%ernet, we believe such findings from available bandwidth
sessions is illustrated in Fig. 7 (D). We note that througlﬁj—iStribu_tion among PlanetLab nodes can represent the glener
put for the high-priority streaming session always remai enario. i . .
at the required streaming rate 600 Kbps. For the data Still, we examine the adaptation Diversein the case that
downloading session, at the beginning when there are f&F/€reé network congestion occurs somewnhere at an undgrlyin
peers and more spare upload capacities in the network Gpter- For this purpose, we design the following experimen
is able to achieve high downloading throughput. HowevefVe introduce congestion to a steady-stage peer-to-peer net
with more peers joining and competing for bandwidth, it@’Ork of 1_00 Peers, Wherg the average throughput achieved
downloading throughput decreases. It will increase agdienv at peers in the two SEssIons are'arOlmﬂ Kbps gnd310
more bandwidth capacities are provided in the network due Khps respectively. In a period G minutes, congestion occurs
further peer joining. Similarly, in the peer departure ghastWice in the underlying IP network, a5 — 25 and 45 — 55
the downloading session loses bandwidth when there are 1B48Utes respectively, and affect8’% and20% overlay links,
upload bandwidth in the network, and picks up the spa[;gspectwe_ly. )
bandwidth when more bandwidth capacities are left. From Fig. 9, we observe that the throughput for the high-
2) Scenario 2:In the second scenario, duringl-minute priority session is almost never affected during the first-co
period, 200 peers join and leave the séssions following a%estior_l period and is slightly affected dl_Jrir]g the S?COMST
ON/Off model, with On/Off periods both following an expo-'s achleved. at the cost of the |OW-pI’I0i"Ity session, whose
nential distribution with an average @f seconds. We monitor throughput is reduced whenever congestion occurs.
the achieved throughput at each peer in both sessions duringhe observations from Sec. V-B and V-C clearly demon-
this process and illustrate the average throughput in Fig. 8strate the effectiveness of our priority-based optimaldean
The results demonstrate that our protocol maximally guasidth allocation and dynamics handling protocols, which-co
antees steady throughput for the sessions even under hégh istently guarantees the delivery rate for high-priorggsons

Fig. 7. Convergence during a peer join phase and a deparhasepa
200-peer dynamic network with two sessions.
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in cases of all kinds of network dynamics, and also maximiz¢ ‘ ‘
R X — —
the utilization of network bandwidths. e o .
— Session 1 with WSNA T
5[7- - - Session 2 with WSNA ’;:3-' )
. . . . . L. —~ ||=+=s 1 with NSWA R
D. Effectiveness of application-layer service differatitin Z ||+~ session 2 with NwA o
i ) 54* = Session 1 with Diverse| ‘,”,}’
We next design two experiments to further evaluate the 8 | L=~ Session 2 wih Diverse T
efficiency of Diversein improving service differentiation. ta LAt
. . . < o
1) Comparison among four schemeBhe first experiment E Lo
aims at investigating the effects of both overlay priority 2 4,""’ ————— 1
scheduling and optimal bandwidth allocation protocols: To < o i
wards this objective, we compare end-to-end delays in twi 1 ‘«’"
peer-to-peer sessions with four different schemes:
> NSNA No overlay priority scheduling and no optimal 0 5 0 ey 2 2 30

bandwidth allocation. Messages of the two sessions ar -

r in a round robin fashion and they fairly shar
P ocessed a OL.J d rob _as on and t ey 1arly s aFleg. 10. Comparison among four service differentiation sclera&00-peer
the upload bandwidth of their common upstream peersyining case with two sessions.

WSNA Overlay priority scheduling is applied, but not the

optimal bandwidth allocation protocol. by queueing delays at the peers. Thereford)iverse the op-
NSWA Priority-based optimal bandwidth allocation protimal bandwidth allocation protocol plays a significanterdah
tocol is applied, but not overlay priority scheduling.  achieving service differentiation across sessions. Neghgsss,
Diverse Both overlay priority scheduling and optimalthe combination of overlay priority scheduling and optimal
bandwidth allocation are applied. bandwidth allocation is able to achieve the best results.

In this experiment,100 peers sequentially join the two 2) Comparison across different numbers of sessiolms:
sessions irB0 minutes. The maximum rates for both sessiorf§e second experiment, we compare the effects of service
are500 Kbps, and the size of data messageSKsbytes. We differentiation achieved bRiversein cases that there are more
monitor the average end-to-end delay per peer in both sessidhan two concurrent sessions in the peer-to-peer network.
which is computed as thkit transmission delayBTD), i.e., We deploy multiple sessions in a peer-to-peer network with
message delay divided by the message size. 50 peers. Each session is at a different priority level, whose

Fig. 10 shows the average end-to-end delay consisterpiyority decreases with the increase of session indices. Th
increases due to the expansion of network diameter withaximum rates of all the sessions &) Kbps. At the steady
peer joins. WithNSNA the two sessions are not differenti-stage of the sessions, we measure the average throughput
ated and thus their curves overlap each other. By applyiaghieved and the average end-to-end delay experienced by
overlay priority scheduling inWVSNA the delay in the high- each peer in each session. Again, the end-to-end delay is
priority session is slightly reduced and that for the loweomputed as the end-to-e®ID.
priority session increases. With the schemes where optimakFig. 11 (A) shows that even with more sessions competing
bandwidth allocation is appliede., NSWAandDiverse there for peer bandwidth, the session with the highest priority ca
is a distinct drop of end-to-end delays in the high-prioritglways achieve a throughput near its maximum session rate,
session and a corresponding notable delay increase in wgle the allocated bandwidths for lower-priority sessi@re
low-priority session. This is because our optimal bandwidtreduced to accommodate the additional sessions. Corréspon
allocation protocol always chooses the best low-delay patimgly in Fig. 11 (B), with the increase of session numbers,
and guarantees the maximum rate for the high-priority sassidelay in low-priority sessions increases rapidly, whilattfor
A comparison betweenNVSNA and NSWA further reveals the highest-priority session remains unchanged. Thesgtses
that the end-to-end delays in peer-to-peer sessions are maveal thatDiversecan effectively provide differentiated per-
dominated by transmission rates and overlay hop counts, tHfarmance for multiple sessions based on their priority leve

>

>

>
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underlying domains to meet performance requirements of
these services. As another representative piece in th& are
OverQoS [22] aims at improving the perceived QoS of a
session by prioritizing packets within the session itsether

Average end-to-end delay (ms)

T2 s a5 T s e than improving performance for high-priority sessionsts t
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®) ® cost of low-priority sessions. In this way, it reduces thsslo

rate of important packets at the expense of less importaag.on

Fig. 11. Comparison across different numbers of sessiobg:@eer network. Overlay bandwidth allocation has been utilized to achieve
differentiation of service quality towards different pegt.7],
[19], or to improve the overall performance in peer-to-peer

There exists little literature that touches upon the tofdic @essions [23], [24], [25]. In the former case, Clevembt
application-layer service differentiation in peer-teepenet- al. [19] formulate the bandwidth allocation problem in a
works. Their main focus has been on the assignment @flilti-class peer-to-peer network into systems of difféign
priorities to different peers and the provision of diffetiated equations. They mainly address the problem in static ggsttin
service quality to them thereafter [17], [18], [19]. As theswith a centralized solution, without considering any pegr d
priorities are usually decided by their contribution of\éees namics. In our work, we achieve optimal bandwidth alloaatio
and resources, such service differentiation serves asugahathy maximizing the overall utiliies in a convex program.
incentive to encourage the peers to cooperate.eMal. [17] Compared to previous work that uses optimization models to
propose such a peer-to-peer service differentiation sehenmprove performance — such as maximizing throughput or
which distributes the bandwidth among competing peers Byinimizing cost — in overlay multicast [23], [24], [25], our
designing a competition game for them. Similarly, Guptaptimization model is tailored to the special requiremenfts
et al. [18] provide differentiated service quality levels toservice differentiation across multiple peer-to-peesses in
peers during the content searching and downloading procéssterogeneous peer-to-peer networks. We have also derived
based on their reputation scores, which are determinedeby thfully distributed protocol to achieve optimality, as wat
satisfaction of other peers with their contributed sersice  to adapt to network dynamics. These realistic concerns have

There are fundamental differences between our work andt been addressed in previous optimization-based appesac
existing literature. Other than prioritizing peers, weigsslif- most of which are largely theoretical in nature.
ferent priority levels to different peer-to-peeommunication  Finally, in Diverse we have introduced overlay scheduling
sessionsand provision differentiated Quality of Service foralgorithms to achieve better service differentiation. é&hsn
each session. Further, we guarantee better service qadbiti our knowledge, this is the first paper that investigates fitsne
high-priority sessions across the entire peer-to-peenor& of applying priority scheduling at the application layer in
and aim at achieving global utility maximization. Existinga peer-to-peer network. Combining overlay scheduling with
work usually only considers a one-hop scenario, where m@ptimal bandwidth allocation, we take advantage of eveoy to
tiple peers are directly retrieving from the source [17]. at our disposal within the application layer, in order toyide

To the best of our knowledge, we are not aware of any exigfifferentiated service qualities for multiple concurrgeer-to-
ing work that discusses service differentiation acrosdtiplal peer sessions with different performance requirements.
peer-to-peer sessions with application-layer approacbes
piece of slightly similar work is by Keyet al. [20], which
regulates the rates of “background” data transfer sessions
such as downloading operating system updates, by adjustingVe conclude this paper with the belief that application-
their receiver windows. In this way, transfer of such lowlayer service differentiation is an effective mechanism to
priority flows only dynamically utilize any available band-compensate the lack of such support in the current IP Interne
width, without affecting active sessions of high-prioritgws. infrastructure. Diverse pioneers this direction of research,
Though this paper considers a client-server model, itslreswhich addresses the challenges of providing differerdiate
is remotely similar to that achieved Hyiverse when only service qualities for peer-to-peer communication sessawer
two priority levels are considered in the peer-to-peer layer the best effort Internet. IDiverse its optimal bandwidth
However, its proposed mechanism still requires changieg thllocation algorithm efficiently constructs optimal sessi
TCP receiver window. In contrast, rate regulatiorbiiverseis  topologies that maximizes priority-based utilities. Irddibn,
computed with the optimal bandwidth allocation algorithnda priority scheduling is applied at the peers in the applarati
implemented at the outgoing scheduler of each peer, basedayer, which further improves the service quality expecimh
the calculation of the time to send the next mess&geerse by high-priority sessions. With examples, analysis and ex-
does not involve any changes to the network protocol staglerimental results using a realistic implementation, weeha
yet still able to adapt to network dynamics. demonstrated a complefgiversemechanism, that effectively

In the general area of enhancing service QoS withiversifies service quality of different sessioBéverseis fully
application-layer approaches, Service Overlay Netwo# [ distributed, optimal and adaptive to dynamics at the same

VI. RELATED WORK

VIl. CONCLUSION



time. We believe that our positive experimental results — APPENDIX|
from emulating realistic peer-to-peer environments inhhig PROOF OFTHEOREM 1

performance server clusters — have revealed the effeesgenp ¢ | ot G
of Diversein a real-world scenario. As part of our future work
we plan to deploy thdiverseimplementation in large-scale
peer-to-peer applications over the Internet.
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, Vi (i,7) € As, Vs € S, be the optimal
solution to (6). Introducing Lagrangian multipliex for the
constraint in (7) and/{"? for constraints in (8), we obtain the
KKT conditions for the convex problem in (6) as follows (pp.
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