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Abstract— It is critical to monitor the performance and Operators of live peer-to-peer sessions are interested in
“health” of large-scale peer-to-peer applications. As an example, system-wide characteristics of the entire peer-to-pesvaré,
operators of peer-to-peer live streaming applications may be by collecting and aggregating per-peer snapshots. Suchcha

interested in observing performance bottlenecks, peer failures, s . . .
and network topologies. In most cases, such observations are!€StCS may include network topologies, regional perfance

used to diagnose potential problems in the protocol design, to bottlenecks, and patterns of peer departures or failures. |
troubleshoot network outage, or to improve the Quality of Service most cases, such observations are used to diagnose plotentia

of the peer-to-peer network in general. They arenot time sensitive problems in algorithm design (such as convergence of op-
in nature, as delayed observations up to minutes or even hours timization strategies), to troubleshoot network outagetoo

are still valuable. However, suchhistorical and delay-tolerant . th lity of Servi f th t .
observations should include measurements of peers that have'Mprove tne Quality of Service of the peer-to-peer session |

already failed or departed, as peer dynamics significantly affect general. For long-running peer-to-peer applications, tnods
the health of peer-to-peer applications. Such a delay-tolerant such observations areot time sensitive in nature, as delayed
observation of peer-to-peer applications over a historical period collections of snapshots — up to minutes or even hours —
of time is referred to as adiagnosis. In this paper, we present are still valuable.

Echelon, a time-insensitive way to construct thediagnosis of o ifi . th is the ability t lect
a large-scale peer-to-peer application. Replacing the traditional ne specinc requirement, however, IS the ability 1o collec

wisdom of logging servers, we leverage the power of network Snapshots from peers that no longer exist at the time of
coding to collect application-specific measurements on each peer,collection, including those who have left the session dethi

and disseminate them to other peers in a coded form. Ov_er time, Historical snapshots on these peers are particularly bdua
measurements of departed peers can still be recovered, simply by as peer dynamics is one of the most important characteistic

probing a small subset of peers in the network. Simulation studies S .
have shown that Echelon is highly configurable, bandwidth that significantly affect the health of peer-to-peer sewsio

efficient, and extremely tolerant of peer dynamics, thanks to the Simply put, the operators may be interested in reconshgei
advantages of randomized network coding. “postmortem report” of the peer-to-peer session, by ctiigc
peer snapshots over a historical period of time, includithg a
the peers that have already departed. For lack of a bettet, wor
|. INTRODUCTION in this paper, such a “postmortem report” is referred to as a
. iagnosisof the peer-to-peer session in question.
_Peer-to-peer (P2P) archltecturgs have been shown to therI'he traditional wisdom to collect peer snapshots is to rely
h_|gh performance.’ better scalability, as well as _sgperb '6in peers sending periodic reports tdogging server While
silience to peer failures and dep.artL.Jres. It has been isicrgly dedicated servers in peer-to-peer sessions are commenplac
natural to design Intemet applications using the pequeter in real-world peer-to-peer applications, most are used for

arc?ltectcljjrlg, mcluc(j:i.lng th|k qontentlgls_l'fnlbut.pe.q.,I?ltTor-h low-bandwidth one-time communication with participating
rent) and live media streaming:.g., elevision). In suc peers, such as an authentication server to bootstrap a new

fheer-to;peer appllca(';l(‘)‘?]s, IIE[rlj c]rc|t||_cal for o;;eratorsrtonlt_or peer. Periodic snapshots represent much higher traffic vol-
€ performance an ealth™ ot live peer-lo-peer Sessions ume, especially when the number of peers in the session

fAny such monitoring startshW|th meahsuremer;ts of Quality cyeases dramatically. In large-scale peer-to-peeiicatans,
of Service parameters at each peer. The set of parameters [0, periodic reporting essentially morphs intode. facto
be measured is certainly application specific. For example'Distributed Denial of Service attack to the logging ser\teis,

live media streaming applications, it is essential to @it iyt 4 doubt, not a scalable design. Due to such chalenge

the achieved strearEln? rate, the nu;nber of upstream a(ﬂ’ddeploying centralized logging servers, operators tegor
downstream peers, the latency to neighbor peers, and BESOYL, jitional remedies of either decreasing the frequency of

usage such_as bandwidth_and CPU load. If l_)andwidt_h ”m%taining snapshots, or reducing the amount of data to be
have been imposed by either Internet Service Providers r%orted in each snapshot.

application-layer traffic shapers, it is ideal to also monit In this paper, we presenEchelon our answer to the

residual bandwidth. In peer-to-peer online gaming applicgt,rementioned challenges. The primary design objectifes
tions, latency to a small set of gaming servers may be dhiticg ope|on are to be able to scale to large-scale peer-to-peer

as they dramatically affect the gaming experience. As thesgsgions, and to tolerate extreme levels of peer dynamics.
pgrameters are measured per|0d|ca_lly (for _exam_ple, eVEEY other words, peers may come and go, but ti@gnosis
hmmUt?t)’ th? setd of measurer:nerfnsh in one time interval i§ yhe network persists, regardless of the scale of the peer-
erealter referred to assmapshobf the peer. to-peer session. IfEchelon we use a peer-to-peer overlay
, . , to disseminate snapshots produced at each peer, and cache
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the diagnosis, such a peer-to-peer overlay is lightweightd, In order to aggregate all snapshots from only a small humber
carries traffic at low bit rates using residual peer bandwitit  of peers, we leverage the storage capacities on each péer, an
order to be resilient to extreme peer dynamics and to includek each peer to cache a number of data blocks generated
snapshots of peers that have already departed, we levdrageby other peers. In order to be resilient to peer dynamics, we
power of randomized network codinguch that only coded utilize the residual bandwidth of the peers to dissemirate
shapshots are exchanged among peers and cached. At the tiata blocks to alln peers in the network in a coded form.
of constructing a diagnosis, the operator only needs toeprobo achieve bandwidth-efficient data dissemination andyfull
an arbitrary and small subset of live peers in the sessioa. Tdecentralized caching of each data block, we leverage the
power of network coding effectively guarantees tBahelonis power of randomized network codingp exchange and store
highly resilient to peer departures and failures, and isflex coded snapshot data blocks in the peer-to-peer network.
configurable, and simple to implement. Network coding allows the encoding of received data blocks
The remainder of this paper is organized as follows. lat intermediate nodes [1], [2], [3]. Wittandomizednetwork
Sec. Il, we motivate our design dichelonand the use of coding [4], a node generates a new coded block by the linear
network coding. In Sec. lll, the complete spectrunEshelon combination of its received blocks (and possibly its own
is formally presented. In Sec. IV, we show hd#chelon original blocks) over a Galois field’F'(2%), with coefficients
may be refined and configured, with respect to its bandwidtandomly chosen. In this way, every coded block in the
usage and resilience to peer departures. An empirical stumdtwork can be regarded as a linear combinatiok ofiginal
of Echelonbased on simulations is presented in Sec. V. Waocks. Decoding is performed by choosikgcoded blocks
discuss related work and conclude the paper with a futungth linearly independent coefficient vectors and invegtthe

outlook in Sec. VI and Sec. VII, respectively. combined coefficient matrix ove® F'(27).
Network coding was first proposed to improve multicast
[l. ECHELON: A DIFFERENTWAY TO USE session throughput. We believe, however, that the most im-
NETWORK CODING portant advantage of randomized network coding is to irserea

In this paper. we consider a large-scale beer-to-peer mbtwthe diversity of data blocks, and to improve resilience against
with eF:arz éach cer ma a?tici ate iﬁ one ofmore e?a[lures. By choosing coding coefficients randomly from a
" P ' b yp P P %:%ois field of a proper size, the coefficient vectors of any

to-peer communication sessions. Peers may participate hd, e piocks are linearly independent with high probaphilit
leave the sessions at any time. In each session, a meshyoverla

. , . : 7~ 7apnd thus can be used to recover theriginal blocks. Even
topology exists at any given time, defined by the selection oﬂ iqinal d h d d th is stitca
neighbor peersWithout loss of generality, we assuniteout aiter original data sources have departed, there Is stitiatig
of a set ') of cers periodicall collec’t local a Iication_chance for all the original blocks to be fully recoverable.
specific measljlrepmentsp callemhayshots As sna sk?ots are In Echelon during each epoch, a snapshot peer sends out

P - , catlemap P . its original snapshot as an original data block to its neighb
captured periodically, the time interval between two sasie

snapshots is referred to asepoch with a lengthT". The peers peers. Its neighbors then code their received and original
that produce periodic snapshots are cafiadpshot peersnd blocks (if they are snapshot peers themselves) belongititeto

L same epoch with a random linear code, and further distribute
form a setS. We assume that all original snapshots captured t?lt P

. ese new coded blocks. Fig. 2(A) illustrates a simple exam
peers are of the same byte Iengihgometlmes also referred tOof such multi-sourcenetworE cédi)ng in a directedpnetwork,p
as or_|g|nal data_\ blocks. Ther_e existssaapshot collectorC, based on the network example given in Fig. 1. Four original
who is rgsponsmle for collectmg snapshots_from pegrs,fannq data blocksg, b, c, d, are generated at snapshot pegysSs,
performing postmortem analysis and reaching the dlagmmmss and S, respectivel
the “health” of the peer-to-peer sessions. An example fohsu 5 b P Y-

a peer-to-peer network is illustrated in Fig. 1. st o, S3 c s2
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Fig. 2. Multi-source network coding: (A) an example in a direetwork;

Fig. 1. Collecting snapshots: an example ié-peer network witht snapshot (B) an example in a cyclic network.
peersSy, Sa, S3 and Sy. The way we use network coding Echelonis substantially

Our design objective ifEchelonis to efficiently collectk  different from most previous work. First of all, the dissem-
original snapshots in each epoch, by probing just an arpitranation of original snapshots (original data blocks) is dim
and small subset of the peers in the network. Such aggregatiosensitive in nature, such that coded blocks may be sengusi
should always be successful, even when some of the snapsbksidual peer bandwidth. Second, our goal is not to broadcas
peers are no longer in the network at the time of collectioall k£ original data blocks from their sources to all peers



in the network, but to disseminate every original block to al ‘ Epoch # ‘ IDl‘ Cl‘ IDZ‘ c2 ‘ ‘ IDk" Ck" Coded Data Block

n peers in itscoded form Therefore, cached coded blocks at

each peer are linear combinations of all original blockg, bfig. 3. Data message format: ID - block identifier, C - codingfftcient
the number of coded blocks cached at a peer is dependen
its allocated cache capacity, usually much smaller thatis
the snapshot collector’s responsibility to colléatoded blocks
from a subset of peers and to recover all original snapshots i

an epoch. A. Data message format

We assume every peer caches coded blocksf@pochs,  |n traditional network coding implementatiort; coding
as the snapshot collector may be interested in collectiggefficients are delivered together with each coded daizkblo
snapshots in a recent epoch. LJét be the total cache capacityarranged in the order of their corresponding original b#ock
allocated at peet in terms of the number of coded blocks However, inEchelon original data blocks are produced in a
and m; be the number of blocks it caches for each epocBompletely distributed fashion, and thus represent noraktu
1 <m; < k. We haveM; = E - m;. Such a snapshot cacheprdering among themselves. In addition, the total number of
is implemented as a circular buffer, where the blocks for thgiginal blocks, %, is continuously changing with peer joins
oldest epoch are discarded when the buffer is full. and departures, and is unknown to the peers in the network.
To implement randomized network coding in practical peer- |n Echelon we design a new data message format to address
to-peer networks, we need to consider bi-directional @yerlthe above problems. As each shapshot peer generates one
links, and topologies with cycles. The convenience in thghapshot in each epoch, we associate an identifier (ID) with
case of acyclic network topologies may no longer hold. F@fach block, which is a-bit integer ¢” > k) obtained by
example, in Fig. 2(A), a peer codes and relays new codréshing its generator peer's IP address with a base hash
blocks to its downstream peers when all the blocks from itgnction. We also generate arbit epoch number to represent
incoming links have arrived. This is not possible in networkach epoch, by hashing the starting time of the epoch. The
topologies with cyclese.g, Fig. 2(B), since deadlocks occurplock ID and the epoch number can be used to identify each
as soon as peers are waiting for all incoming blocks from eaghginal data block. In a coded data message, we include the
other. We address this problem in subsequent sectionssn thoch number and IDs of the original blocks from which the
paper. coded block is generated, together with the coding coefffisie
An illustration of the message format is shown in Fig. 3. Note
I1l. ECHELON: AN IN-DEPTHVIEW that we only include coefficients and IDs of the original Iiec
. ) i that are used to generate a coded block, and therefore, the
In this section, we present thEchelon protocol, which pyte |ength of the coefficient part (i.e., coding coefficieand

utilizes network coding in a novel and practical way. We ﬁm'corresponding block IDs) of different data messages varies
our discussion to the snapshot dissemination protocolutsdc

in one epoch, as itis trivial to extend it to more than one époc ) o

Before going into the details dEchelon let us revisit the B Coded dissemination
practical network coding problem in Fig. 2(B). One possible At the beginning of an epoch, each snapshot peer collects
solution for network coding in such cyclic networks is to asks local measurements and generates an original snagpsirot.
each peer to encode currently available incoming blocker afexample, in Fig. 4, at tim@, snapshot peerS;, S>, Sz and
waiting for a certain period of time. However, we argue thafs produce and cache blocks b, c andd, respectively. Next,
even though this simple solution breaks deadlocks usingeach snapshot peer sends its original snapshot to its reghb
timeout mechanism, it does not completely solve the probleRterefore, in the first time slat= 1, every peer receives the
to our satisfaction. IrEchelon original data blocks are pro- original data blocks its snapshot neighbor peers produce. |
duced at different peers. If each peer only encodes incomihig. 4(B), for exampleSs obtains blocks:, b, d from its three
blocks (and sends coded blocks to downstream pemsrsg neighborsS;, S, and Sy, respectively.
cached blocks at a peer may only contain original blocks In each of the following time slots= 2, 3, .. ., a pull-based
produced at nearby snapshot peers. We have not achieveded dissemination mechanism is employed based on block
the objective of disseminating the original snapshots ¢iver advertisement. LeD;(#) be the set of data blocks pegiis
entire network. caching at the beginning of time slatWhen peer receives

Echelonrepresents aiterative network coding approach, in @ coded data message, it retrieves the IDs of included atigin
that coded data dissemination in each epoch is implementdecks, and adds them into a s8f. Therefore,B;(#) includes
in a fully distributed and iterative fashion. In Echelonn+a IDs of the original blocks that are contained in any of the
domized network coding at each peer is further divided ingpded blocks inD;(t). If the ID of an original blockb is
multiple time slotsof length ¢, with ¢ < T, the length of included inB;(t), we say peei knowsor hasblock b by the
an epoch. In each time slot, a peer codes its cached bloé¥stime slot.
received in the previous time slots, and sends generateilo The protocol executed in time slétfollows the following
to its neighbor peers. It then waits for timéefore it codes and steps:
distributes snapshots again. We refer to the protocol g¢ixecu Step 1 — Advertise. Peeri sends an advertisement message
in a time slot as aound of execution. In what follows, we to each of its neighbor peers, containing IDs of the original

tTirosq present the format of coded data messagé&xirelon and
then discuss the detailed protocol for its coded dissemimat
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Fig. 4. Coded dissemination protocol: an example.

data blocks that it has newly learned from the coded blockentents at the beginning of the third time slot. Similaty,
received in time slot — 1, i.e, any IDs in the set of3;(¢¥) — the third time slot,S; advertises the IDs of newly acquired
B;(t — 1). If there is no such ID, peer does not send any blocksb andd to its neighbors. AfterP; identifies thatb is
advertisement messages. new, it acquires a coded blodba + 2b + 7c + 5d from S;.
Step 2 — Request. At a receiver peey, after retrieving the After this round, all peers hold all four original blocks inded
block IDs from a received advertisement message, it chediém, and the protocol execution endsdmounds.
whether its neighbo¥ knows any original block that it has As we can see from the protocol, pegrequests a coded
never heard ofi.e, whose ID is not inB;(t). If there is such block from peeri only if the latter knows some original
a block, peerj requests a coded block from peker blocks that itself does not have yet. In this way, pgeis
Step3 — Code and Deliver. Upon the request from neighborguaranteed to obtaimnovativecoded blocks for itself, with
peerj, peeri generates a coded block by the linear combinaoding coefficient vectors linearly independent to thosésof
tion of all its currently cached coded blocksin (%). Together cached blocks. Therefore, (a) if peghas available space in
with the epoch number, coding coefficients and correspandiits cache and directly stores the received block, the rank of
original block IDs, it delivers the message to pger its coefficient matrix is increased; (b) otherwise, by caodin
Step4 — Cache. After peerj receives a coded data messagéhe received block with one of the existing blocks, it will
if its cache is not full yet, it places the coded block dirgctlalso increase the rank of the combined coefficient matrix,
into the cache; otherwise, it randomly selects one codetkblovhich the snapshot collector subsequently constructsnguri
in its cache and codes the received block with it with a randotifie decoding process. When coded dissemination terminates,
linear code. each peer caches coded blocks that are linear combinations o
The execution of the above iterative protocol at each pedftually all the original blocks in the current network. Alse
naturally terminates when it no longer receives advertesgm coding coefficients are randomly chosen fr6h'(27) (¢ = 16
messages containing IDs of original data blocks that it dois €nough in most cases), there is high probability for the
not know, i.e, when each peer has virtually received all theombined coefficient matrix from any or slightly more than
original blocks in the current network in coded form. k coded blocks in the network to have the rankkofwhich
Continuing with the example in Fig. 4, we illustrate th&an thus be used to decodeoriginal blocks.
execution of the protocol. Each peer can cache up ¢oded  We make two additional remarks about tiehelonproto-
blocks per epoch. At the beginning of the second time sleel:
shown in Fig. 4(B), for the example of pe#, its setB; con- First, the iterative protocol execution at each peer does
tains IDs of original blocks: andc¢, among whiche is newly not need to be carefully synchronized. While peers may be
learned in the previous time slaf; sends an advertisementdesignated to capture snapshots at the same time of a.day,
message containings ID to S3 and Ps, respectively. AfterP’s  every minute/hour, they may actually collect measuremants
receives the advertisement message figynit discovers that different times due to clock difference. Furthermdeghelon
block ¢ is new to itself, so it obtains a coded blogk + 11¢ message transmissions may be delayed for various lengths of
from Ss. All the other peers follow the same protocol. Aftetime, since only residual capacities at the peers are ediliz
this round of dissemination, Fig. 4(C) illustrates the @cHn Echelon as long as each peer captures snapshots at the



same moment based on their local clocks and the clocks @rdividual diagnosis requirement. IBchelon the number of
roughly synchronizede(g.,using the Network Time Protocol), coded blocks used in network coding is upper-bounded by
the generated epoch numbers are unified, and snapshotshefcache capacity at each peer, usually much smaller than
the same epoch can be correctly coded together. As longkad herefore, the computational overhead is limited. Siee t
every peer executes the protocol periodically with a periaghapshot collector aggregates snapshots and diagnoses pee
t, the iterative protocol in each epoch is bound to terminate-peer sessions in a “postmortem” way, the coding delay is
successfully.Time slotsare just introduced in the protocolnot significant as well.
description for better understanding and to facilitatelysis. Finally, we discuss the number of peers the snapshot collec-
Second,Echelonprovides excellent resilience to peer dytor needs to probe to obtain or slightly more thank coded
namics in collecting the network diagnosis. When a neblocks for decoding. It relies on the number of resultingesbd
snapshot peer joins the network, it can immediately padiei blocks cached at each peer, which is decided by the number
in the coded dissemination process and disseminate it$ loahrounds the protocol executes, the number of neighbors eac
measurements across the network. In the case of snapshot peer has, and is upper-bounded by the cache capacity at.a peer
departures or failures, as long as the peer has sent out itBased on the above analysis, we wish to further refine
captured snapshots and the network is still connected fwhigur protocol to reduce the communication and computational
is generally guaranteed in practice by having isolated pe@verhead of the protocol, while still guaranteeing largaks
locate and connect to new neighbors), its snapshots ate stissemination of each original snapshot in coded form. Iatwh
able to propagate throughout the entire network in coded forfollows, we investigate possible refinements to taseline
Therefore, they can still be successfully recovered by thehelon protocol presented in this section, and make our

snapshot collector. system highly configurable and flexible.
The pseudocode that implements tBehelon protocol is
summarized in Table I. IV. REFINING AND CONFIGURING ECHELON
A. Refining the Advertising Step
C. Overhead analysis In order to reduce the coded data traffic in the network,

We now analyze the messaging and computational overhé%i refine sted in our baselir_1e protocol, and dissemin_ate the
in the coded dissemination process of each epoch. To sympficded messages in a gossip-like manner. In each time slot,
our analysis, we assume that all snapshot peers capture siagead of advertising original blocks to all its neighbeers,
shots and start protocol execution at the same time. a peer randomly selects a subset of its neighbors and fosward

First, we discuss the number of rounds the protocol execu3§ advertisement message to them. NemNeighbotbe the

before it terminates in each epoch. The number is decided BgXimum number of neighbors selected at each peer. Btep
the maximum number of hops for an original data block 620 Pe refined as follows:

be distributed in its coded form, from the original snapshot Step 1 —Advertise. Peeri sends advertisement messages to
peer to the farthest peer. This i_s ?‘C“_Ja"y the diameter ef tRlumNeighbomeighbors, selected uniformly at random from
network, usuallyO(Inn) for realistic richly connected peer- all its neighbor peers. The advertisement message to n@ighb

to-peer networks. For example, in Fig. 4, it maximally takes ., htains IDs of all the original blocks which peienas never
three hops for block to reach peef, and thus the protocol advertised to peey.

terminates in3 rounds.

Let d be the average number of neighbors each peer hasVith the refined protocol, as we may not wish to dissemi-
in a network. The total number of advertisement messageste every original block to every peer eventually, we idtrce
sent in each time slot across the entire network is at mestother parametevlaxRound Instead of naturally terminating
d-n. Therefore, the overall number of advertisement messaggsin the baseline protocol, the refined protocol executed at
in each epoch i (nlnn), and the number of coded datgpeer stops when the maximum number of rounds specified by
messages delivered in each epoch is at figstlnn) as well. MaxRoundhas been reached.

The coding coefficient overhead per data message depend$ MaxRoundis set to a large value, the total number of
on the number of original blocks included, the size of thmessages involved in protocol execution may not be reduced
Galois field @?), and the number of bits used for a bloclkeventually. Therefore, to actually reduce the bandwidtgas
ID (7). In the extreme case that a coded block is the linesfaxRoundshould be set to numbers at the same magnitude
combination of all the original blocks, its coefficient okiead of that executed by the baseline protocOl(Inn), or even
is k(r + ¢q) bits, wherer ~ log, k. When k scales up to smaller. We note that even in this way, each original block is
thousands, such coefficient overhead is still less than a fetill largely distributed over the network in coded form, iaHn
KBytes, which is usually much smaller than the data size ofn be illustrated as follows: at pegrif a neighbor peer
shapshots. is not selected during the previous time slots but is chosen i

Next, we analyze the computational overhead and coditime slotz, the IDs of all peet’s known original data blocks
delay at each peer, introduced by network coding. Suelne advertised to pegrand a coded block combining all these
overhead is mainly determined by the size of each data blockiginal blocks is sent tg in this round.
and the number of coded blocks a peer combines to producdesidesMaxRound distribution of the original blocks also
a new block. The former is application-specific, decided yepends on the value MumNeighbor:the more neighbors



TABLE |
EchelonPSEUDOCODE EXECUTED AT PEER IN TIME SLOTSt = 1,2,...

Notations: 6  coefficient vectoiC' = multiplyMatrix(R, Coeffg
D;: the set of coded blocks currently cached at peer 7  packetizeC', corresponding original block ID$, and
m;: the cache capacity at peer send the message to peger

B;: the ID set of the original blocks which peéknows

B’;: the ID set of the original blocks newly learned in the Upon receiving a coded data message:
previous time slot 1 ' « coefficient vector retrieved from the message
Coeffs combined coefficient matrix of coded blocks I 2 I’ «— original block IDs retrieved from the message
Coeff$v]: coefficient vector of thet coded block inD; 3 b’ +— coded block contained in the message
Neighbors the set of neighbor peers of peer 4 for u =1 to I’ size
5 it I'[u] ¢ B;
Advertise block information: 6 B — B;UT'[y]
1 for uw =1 to Neighborssize 7 By — B UT'[u]
2 packetizeﬁ\’i and send td\Neighbor§u] 8 end if
3 end for 9 end for
4 Bi—¢ 10 if D;.size< m;
11 Di — D; UV
Upon receiving an advertisement message from peej 12 Coeﬁ$ﬁi.si2¢— C’
1 | < original block IDs retrieved from the message 13else
2 if there exists block ID[u] ¢ Ei, Yu=1,...,l.size 14 u «—index of a randomly chosen block iﬁi
3 send request for a coded block to pger 15 R’ « a size2 vector of randomly generated
4 endif coefficients fromGF(27)
16 b (V/, Dilu])
Upon receiving a request message from peef: 17 C «[C’, Coeff§u]] ~
1 R«¢ 18 new coded block” = multiplyVectotR’,b)
2 for u=1to D;.size 19 new coefficient vecto€”’ = multiplyMatrix(R’,C)
3 R[u] —a randomly chosen coefficient frofF'(27) 20 Di[u]=b"
4  end for 21 Coeff§u]«— C”
5 new coded block = muItipIyVecto(R,f)z-) 22 endif

each peer is sending data messages to, the more peers eantbination of its currently cached coded blockghich

original data block is distributed onto in a coded form. Wheoontain the original blocks peef is seeking

more peers in the network hold an original data block, the

chances for its recovery in case of peer failures are higher. With a simple example based on Fig. 4, we illustrate the
To summarize, by configuring different values ftium- €ffectiveness of this refinement. In the second time sloér af

Neighborand MaxRound we can achieve different tradeoffsS1 finds outS; knows original blocksh andd, it requests a

between messaging overhead and failure tolerance using $R€€d block containing those two blocks frof. With the
refined Echelonprotocol. refined protocol,S3 combines the two blocks and sendsSto

a coded block in the form of2b+ 7d. Compared to the coded
block 2a + 6b + ¢ 4+ 9d generated with the baseline protocol,
B. Refining the Encoding Step delivering12b+ 7d involves a much less coefficient overhead.

In order to reduce the coefficient overhead in the coded datd™ @ddition, with this refinement, the computational over-
messages, we aim to reduce the number of original blociﬂgad of network coding is reduced, as fewer coded blocks are

included in the linear combinations of the coded blocks. FGPMPined to produce a new block. However, all the benefits
this purpose, we refine the encoding step in our baselifi@me at the cost of possible reduced linear independence of
protocol. At each peer, other than combining all the CuWemcoef‘ficient vectors of the coded blocks cached at different
cached coded blocks to produce a new coded block, it nd\gers. as they are now generated from fewer existing coded

codes only those that contain the original blocks the neightP!0Cks. Therefore, this encoding refinement also introduce
is seeking. Step2 and step3 in our baseline protocol aretradeof'f between the coefficient/computational overhead a

modified in this regard: failure tolerance of the system.
We introduce another boolean paramet€odeAll to
Step 2 —Request. When peer; asks for a coded block from indicate whether this refinement is incorporatedBohelon
peeri, it sends a requesbntaining IDs of the original blocks or not. A true value represents the baseline protoéd, a
that it is seeking from peer. new coded block is generated by combining all existing dock
Step 3 —Code and Deliver. Upon the request from neighbor
peer j, peeri generates a new coded block by the linear Altogether, we have introduced three parameters into the



Echelon protocol: NumNeighbor MaxRound and CodeAll
Being highly configurable, the refinelfichelonprotocol can
meet the requirements of different applications betterthin
following section, with extensive simulation experimenise
demonstrate the effectiveness of these parameters.

Rounds

V. EVALUATIONS

In this section, we conduct an in-depth empirical study
of the proposed baseline and refinEghelon protocols in
simulated peer-to-peer environments. In our experimeams,
simulate the coded dissemination in one epoch and evaluBite 5. Dissemination speed with the baselEehelonprotocol.
the following performance metrics:

100 200 300 400 500 600 700 800 9001000
n

1.4 1.4
> Rounds the maximum number of time slots the iterative |, = b

|

protocol is executed at each peer ) _ . g
> Decoding Efficiency the average number of codedg,, 2,
blocks needed to obtain & x k full-rank coefficient g, 2
matrix for decoding, divided by B, N
> Number of Peers to Probe the average number of peers® .
the snapshot collector has to probe to obtairtoded 0 1
blocks with linearly independent coefficient vectors. g8gggeggeges
> Messaging Intensity the average number of messages (/'1)
sent by each peer in each time slot »s 400
> Coefficient Overhead the average size of coefficient part ‘ - ‘ .
(coefficients & original block IDs) in a data message £ 300
Decoding efficiency and number of peers to probe reflen§15 B §
the failure tolerance of the system: the fewer coded blocks I 2200
acquired for decoding, the fewer peers the snapshot cotlecig r I( 1 I‘ 20
probes, the larger percentage of peer failures the system 55 5
tolerate. The other metrics represent messaging overtiead Iﬂ m I‘ I‘ 1 0 - =
the coded dissemination of each epoch. 8888 §n§ £88s H R R AN

To evaluate the protocol in realistic network settings, we © ©

generate various random network topologies with the BRITE
topology generator. The parameters to be investigated in @96 Failure tolerance with the baseliEsehe!onprotocol: (A) QeCOQing

. includ t K t t K si efficiency and (C) number of peers to probe in networks of dffié sizes
eXPe”me”tS Include network parameters — r?e wor 9'72)9 (and neighbor numbers; (B) decoding efficiency and (D) numberegirs to
ratio of snapshot peers: (n), average peer neighbor numbeprobe with different peer cache capacities in a network, et 500, d = 8.
(d), average peer cache capacity, and protocol parameters — i _ i
MaxRoungd NumNeighbar CodeAll As the general experi- 2)_ Fal_lure tole_rance.ln each network, after the coded dis-
mental settingk/n is set t00.8 in each networkG F(216) is semination terminates, the snapshot collector randontégtse

used in network coding, and the average peer cache capaffl§ Peer after another, until it finds coded blocks with
for each epoch i200. linearly independent coding coefficient vectors. We rejpleat

experiment for100 times, and report the average number of
coded blocks aggregated for decoding and the average number
of peers that provide these blocks.

Fig. 6(A) and (B) demonstrate the excellent linear indepen-

We first evaluate the baseline protocol itself, and thefence of the resulting cached blocks in the network. With all
compare it with an uncoded random block disseminatigsarameter settings, any randomly selectedr slightly more
scheme. than k coded blocks can be used for successful decoding. A

1) Dissemination speedzig. 5 shows the number of roundscareful study of Fig. 6(A) reveals that the decoding efficien
the baseline protocol executes, until every peer has redeivs even better when each peer has more neighbors in the
every original block in coded form. The protocol stops qlyck network and thus receives more coded blocks in each round.
within number of rounds at the log scale of the network sizé this case, its new blocks are generated from more existing
O(Inn), which conforms well to our analysis in Sec. lll-blocks, leading to better linear independence in the system
C. When each peer has more neighbors in a network, thigy. 6(B) shows slightly better linear independence in the
protocol terminates faster as the network diameter is smallsystem with smaller peer cache capacity, as each resulting
The speed represents no difference with different snagset cached block contains more original blocks when received
percentages, since the network diameter remains the saméilocks are coded onto each other in the cache.

A. Performance of basEchelonprotocol
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From Fig. 6(D), we observe that when the cache capacity geo gse|  dam messages. g
; k <] 548 .
small, the number of peers to prob cSche capamtyas peers §so Lo
cache coded blocks as many as their cache capacity allo\2* £
. . O30 I
when the caches are relatively large, the number rema@jZ $24
consistent as now the number of cached blocks is decided 510, =16
neighbor number and the number of rounds a peer executes 1 B 2]
protocol. When the cache capacity is fixed1a0, Fig. 6(C) 88g83gg3gsgs R ERE-EEE-EER
shows the slow increase of the probed peer number with the (2) (:))

network size. When the average neighbor numbées larger,

the number is much smaller, as each peer caches more bldg6is8. Performance of an uncoded random dissemination scheme.

when the protocol terminates. Based on these observaviams,random dissemination terminates much slower tEahelon

find that the number of probed peers can be further reducedpjfie 10 its random block replacement, the speed for one data

we incorporate the following protocol: if there is still alele -k 1o propagate throughout the entire network has been

cache space at a peer after the protocol execution terminatg,,ch siowed down.

the peer can request more coded blocks from its neighbors tarpe comparisons between Fig. 8(B) and Fig. 6(A), Fig. 8(C)

fill in the cache. However, this will introduce another traffe 5, Fig. 6(C) reveal the prominent advantage of network

between messaging overhead and failure tolerance. coding in enhancing failure tolerance of the network. With
3) Messaging overheadFig. 7(A) demonstrates that thethe uncoded scheme, the number of blocks aggregated by

number of coded data messages is much smaller than tha{r@ Snapshot collector in order to obtain all snapshots

advertisement messages, especially wiies larger. Thanks pecomes times larger than and the number of probed peers

to network coding, a large number of original blocks can bficreases dramatically as well. For example, in 206-peer

disseminated with much fewer coded data messages. network ¢ = 160 ask/n = 0.8), although each peer caches
In our experiments, each coding coefficient takebytes 100 different snapshots (cache capacityli), the snapshot

(chosen fromG'F(2'°)), and a block ID is @-byte integer as collector still needs to probé peers to get all the snapshots.

well (identifying as many ag'® peers). From Fig. 7(B), we Based on our observation, this is mainly caused by the “last

observe that in a network with up 100 peers 800 original  block” problem,i.e., the snapshot collector has to access lots

blocks ask/n = 0.8), the coefficient overhead is less th  of peers to find the last few missing blocks. This comparison

KBytes, representing an average numbe2 @ original blocks  result clearly demonstrates the effectiveness of netwoding

included in the linear combinations. In addition, the ce&ft o avoid the “last block” problem.

overhead drops a lot when peers have more neighbors, whicln addition, comparing Fig. 8(D) with Fig. 7(A), we observe

represents the case in realistic networks. that the uncoded dissemination brings much higher mesgagin
4) Comparison with uncoded random disseminatidn: intensity. Considering the number of rounds it executessis a

order to further validate the advantages of applying ndtwolarger than that ofEchelon the total number of messages

coding, we compare our protocol with an uncoded randoimvolved in the uncoded dissemination is much larger.

block dissemination scheme, which goes as follows: In summary, we conclude that network coding plays a sig-
In each time slot, every peer exchanges its block avaitgbilinificant role inEchelon by providing much better scalability

with its neighbors, and retrieves new original blocks froacle and failure tolerance with much less messaging overhead.

other. When the cache at a peer has vacancy, a received block

is directly stored; otherwise, the peer randomly selects dh Effectiveness of advertising refinement

existing block in its cache and replaces it with the new hlock Next, we investigate the performance BEhelonwith the
With this scheme, each peer also records the IDs of blockgvertisement refinement proposed in Sec. IV-A, with relspec

that it has ever received. The protocol terminates whenyeveo different protocol parametelaxRoundandNumNeighbor

peer has learned IDs of all the data blocks in the network. In these experiments, the average number of known neighbors

this way, each peer eventually caches a random subset oustoéach peer in each networkds

all the existing snapshots. We first study the impact dflaxRoundon failure tolerance
Comparing Fig. 8(A) with Fig. 5, we find the uncodedf the resulting system. As we know, the more rounds the
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n=500, umNeighbor=1 | C. Effectiveness of encoding refinement
n=500, NumNeig_hbor:Z i . i i i
n=1000, NumNeighbor=1 Finally, we examine the effect of encoding refinement dis-

n=1000, NumNeighbor=2 i .

cussed in Sec. IV-B. To this end, four schemes are compared,
which are implemented respectively by setting the protocol
parameterodeAlland NumNeighborto different values:

————— o CodeAll = true, NumNeighbor = alithe baseliné&=chelon

—— n=500, NumNeighbor=1
—— n=500, NumNeighbor=2
—— n=1000, NumNeighbor=1
—— n=1000, NumNeighbor=2

N
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o
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Decoding efficiency
=
N
Number of peers to probe

rotocol
% qS 10 15 20 25 30 35 40 p .
S Rond 00 MaxRound « CodeAll = false, NumNeighbor = althe Echelonproto-
® ® col with encoding refinement only
24 Bl NumNeghbor=1 10 NumNeighbor=1 « CodeAll = true, NumNeighbor =:2the Echelonprotocol
I NumNeighbor=2 @ I NumNeighbor=2 H g :

.- B NomNoiohbores 8100 g NumNeighbor=4 with advertising refinement only
816 ] NumNeighbor=6 || o o) EE1 NumNeighbor=6 « CodeAll = false, NumNeighbor =:2he Echelonprotocol
S [ 1 NumNeighbor=all I [ ] NumNeighbor=all A L. . -
5., 2 o with both advertising and encoding refinements
o o
Sos [ Fig. 11(A) and (B) show slightly deteriorated decoding
oY . . .
804 gzo efficiency and increased number of probed peers when the

' = encoding refinement is applied, due to increased linearrdepe

o
o

dence in the network by coding from fewer cached blocks.
Fig. 11(C), on the other hand, demonstrates the coefficient
© ©) overhead is much less when encoding refinement takes effect,
as it aims to include in the new coded blocks only those
original blocks requested by a neighbor. In addition, we
observe that the effect of encoding refinement in reducing
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Fig. 9. Failure tolerance iEchelonwith the advertising refinement.
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VI. RELATED WORK

There exists little literature that touches upon the togic o
fo0 200 300 400 500 600 700 800 9001000 $60 200 300 200 500 600 700 800 8001000 diagnosing large-scale systems with peer-to-peer prigoco
® ® Stutzbachet al. [5] design a crawler to capture snapshots
of Gnutella network, which focuses on accuracy of the
captured snapshots and leverages the two-tier topology of
such networks. NetProfiler [6] is a peer-to-peer infragtre

protocol executes, the more peers each original block roposed for profiling wide-area networks, which aggregjate
distributed onto in coded form, the better failure tolemnclId P P 9 ' gorey

. D X ! ) formation along DHT-based attribute hierarchies andsthu
the resulting system has. This is validated in Fig. Q(A?ﬂay not adapt well to high peer churn rates

an:j (E:j)' H(_)wever, even in r:rt])e gxtremi case dth?]t e;ch g_eeﬁ\strolabe [7] aggregates information for distributed eyst
only advertises to one neighbor in each round, the decodi nitoring, with gossip-based information distributionda

efficiency quickly approaches W'th'n 10 rounds, gnd t.he replication. Compared to the coded disseminatioidhelon
number of peers to probe drops quickly as well. Th's_ VaIISiat§uch uncoded dissemination and replication may involvgelar
our analysis in Sec. IV-A_that even WheMax_Roundls sgt bandwidth and storage costs.
tq a_small value, each original block can St'." be effecyvel As data is disseminated and cached in a distributed fashion
distributed, thanks to the use of network _codmg. in Echelon a reader may confusEchelonwith those dis-

Next, we setMaxRoundto 10 and investigate the effect of yripyted storage systems utilizing random linear codinly [8
the other protocol parametéMumNeighbar [9]. While both target at providing better failure tolerarfoe

Fig. 9(C) and (D) show that with the increaseNidmNeigh- data aggregation, they represent fundamental differefoess,
bor, failure tolerance quickly improves. Even a slight inceeasoriginal snapshots ifEchelonare produced in a completely
from 1 to 2 results in a great improvement. However, the begkcentralized fashion, while those systems disseminats pa
result is always achieved when the advertisement messegesod a centrally generated file. Second, the file is only coded
forwarded to all neighbors,e,, the baseline protocol case. at its origin in a distributed storage system. Echelon it

Fig. 10 reveals that the messaging overhead is signi- impossible to code from all the original blocks in such
cantly reduced when the peers are not advertising to alt thai centralized fashion, and a novel way of using randomized
neighbors, not only in terms of data messaging intensity, hoetwork coding is proposed to achieve distributed encoding
also the average coefficient size in each data message. ThiRecently, random linear coding has also been utilized in sen
is because wheNumNeighboris smaller, each peer knowssor networks for failure tolerant aggregation of distrémitiata
fewer original blocks, and therefore the number of coding0], [11], [12]. In both Dimakiset al. [10] and Rabbatt al.
coefficients included in each data message becomes smalldrl]'s work, original data is distributed and encoding idyon

N

Coefficient overhead per
data message (KBytes)

Messaging intensity of data messages

Fig. 10. Messaging overhead Echelonwith the advertising refinement.
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Fig. 11. Comparison of the baseline and refiftgxhelonprotocols.

performed on the destination sensor nodes, in order to stsignificant advantages of being bandwidth efficient, sdalab
them in a coded form. Compared Exhelon such uncoded and extremely failure tolerant. Motivated by the positive
distribution involves larger messaging overhead. Wah@l. experimental results, we are confident in the effectiverséss
[12] propose a partial network coding scheme for continuo&helonin real-world scenarios. In our ongoing work, we are
data collection, which removes obsolete original data ftben working on the implementation déchelon and look forward
stored coded data without the need of decoding. In contrastleveraging it in the diagnosis of large-scale peer-terpe
to these sensor network applicatioBshelonutilizes network applications over the Internet.
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