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Abstract— With the constraints of network topologies and link Second, undirected communication links provide the coteple
capacities, achieving the optimal end-to-end throughput in data flexibility in capacity allocation, and consequently leaus
networks has been known as a fundamental but computationally pigher transmission rates that better represent the opiima
hard problem. In this paper, we seek efficient solutions to the formation flow rate. Finally, in special network scenariosts
problem of achieving optimal throughput in data networks, with : : ! i .
single or multiple unicast, multicast and broadcast sessions. @s wireless ad hoc networks, communication links are nitura
Although previous approaches lead to solving NP-complete prob- undirected, in the sense that data transmission along both
lems, we show the surprising result that, facilitated by the recent directions of the wireless link share the available speatru
advancgs of network coding, computing the strategies to achieve In this paper, we seek to bring fundamentally new insights
the optimal end-to-end throughput can be performed in poly- . - L
nomial time. This result holds for one or more communication and efficient SOI_Ut'OnS_ to the problem of optlmlz!ng _end-to-
sessions, as well as in the overlay network model. Supported by €nd throughput in undirected data networks. We first ilatstr
empirical studies, we present the surprising observation that in the power ofnetwork coding[4], [5] with respect to achiev-
most topologies, applying network coding may not improve the ing optimal throughput. In the paradigm of network coding,
achievable optimal throughput; rather, it facilitates the design of ;n¢ormation flows in data networks may not only be stored
significantly more efficient algorithms to achieve such optimality. . d
Index terms: Graph theory, Information theory, Mathematicafj‘nOI forwarded, but also be encoded and decoc_;led in any nodes

. N . : in the network. We show that, although previous directions
programming/optimization, Simulations. of computing optimal multicast throughput involve solving
NP-complete problems, the maximum multicast throughput
and the corresponding optimal multicast strategy can ithdee

In its most general form, a data network consists of a sgé computed efficientlyn polynomial time with the unique
of end hosts and switches interconnected via undirected &rtcodable property of information flows considered. We then
duplex) communication links. In data networks with knowshow that this conclusion can be extended to multiple con-
topologies and bandwidth capacity bounds for each undidecicurrent sessions, as well as to other types of communigation
link, a fundamental problem is to compute and achieve tlacluding unicast, broadcast and group communicationnEve
maximum end-to-end throughput for one or multiple activethen the general form of data networks is modified to reflect
communication sessions. Depending on the objectives of apalistic characteristics of overlay networks (where oehd
plications, a communication session may be in the forfvosts at the edge may be able to replicate, encode and decode
of unicast (one-to-one), multicast (one-to-many), brestic data), the same conclusion still holds. The solutions to the
(one-to-all), or group communication (many-to-many). Thproblems include not only optimal routing strategies tmsra
solutions to this problem may lead to fundamental and newit data in the network, but also how data may be encoded and
insights with respect to optimal routing and traffic engimeg2  decoded as they are relayed towards the destinations. fihoug
For example, the recent paradigm of selfish routing [1] adlovthere exist previous results on network coded throughput in
end hosts to choose routes themselves using source routlitgctednetworks, to the best of our knowledge, this paper is
strategies. Finding the optimal strategy to disseminate tta the first work that systematically studies the effects ofuoek
multiple destinations with maximum throughput is of naturacoding with respect to optimizing throughput imdirected
interests in such a paradigm, especially when we wish tiata networks.
optimally exploit existing network capacities to disseaten ~ The availability of efficient solutions makes it finally pos-
large volumes of data. sible to study various aspects of properties of the achlevab

The focus on the undirected network model is supported bByoughput, in realistically sized networks. We present em
the following justifications. First, as past research invoek pirical studies based on simulation results over thousafids
flow theory [2] and information theory [3] suggests, théest scenarios using our algorithms. We compare the optimal
undirected network model has its own rhythm, and resultsulticast throughput with and without network coding, and
obtained there may be drastically different from thoseioleth show that noticeable throughput gains can only be expeztknc
in the directed network model. In fact, the undirected maslelin contrived network topologies; for random and irregular
more general and fundamental in that, a solution constlucteetwork topologies it is almost always zero. This agrees wit
for undirected networks can usually be applied to solve tloait previous theoretical results on the upper bound of the
same problem in directed networks, but not vice versa. Thaglvantage of network coding in undirected networks [3heat
is particularly true for our problem and solution in this pap than increasing throughput, the advantage of network ¢pdin
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is indeed to facilitate significantly more efficient compida There have been studies on achieving optimality with
of the strategies to achiewsptimal throughput of information respect to computingoblivious routing strategies in data
flows. Our empirical studies also show that overlay multicasetworks. The objectives are to maximize throughput for a
which has recently attracted extensive research effortg; nmsource-destination pair, and to minimize congestion on the
approach optimal throughput quite well. network. Most notably, using linear programming technigue
The remainder of this paper is organized as follows. We firgblynomial timealgorithms (with a polynomial number of
discuss related work in Sec. Il. In Sec. Ill, we present ouinmavariables and constraints in the LP formulation) can be con-
theorems and algorithm with respect to achieving optimdt enstructed to compute strategies fugtimal oblivious routing for
to-end throughput with a single multicast session. In Sé¢. lany network, directed or undirected [14]. Though we also em-
we extend our results to the cases of multiple sessions @y linear optimization tools and study undirected neksor
unicast, multicast, broadcast, and group communicatiom. \Wur problem domain is more general: while optimal oblivious
also consider the model of overlay networks, where only rauting focuses on origin-destination pairswficastsessions
subset of nodes are capable of replication and coding. We ti{possibly exploiting path diversity), we focus on a variefy
present empirical studies in Sec. V, and conclude the papeicommunication sessions, including unicast, multicasbat¥
Sec. VI cast and group communication. We seek fundamental insights
on how optimal a routing strategy may become, and what is the
Il. RELATED WORK maximum achievable throughput in a communication session.
The theory ofnetwork flowsstudies the transmission of
The open problem of achieving optimal end-to-end througemmodities of the same type (unicommodity flows) through
put with efficient algorithms has not been discussed in depihcapacitied network. The maximum flow rate between the
in existing literature. There exist, however, similar geshs source and the destination which may be computed with vari-
that have been extensively studied. Towards the directfon gus efficient combinatorial algorithms [2]. When commoditie
Quality of Service (QoS) routing, the objective is to find endo be transmitted are of different types (multicommodity
to-end paths or multicast trees that satisfy specific badiitiwi flows), computing the maximum flow rate can be solved as
or delay constraints, and therefore providing the desire® Qa linear optimization problem. In both unicommodity and
guarantees [6]. With respect to end-to-end throughputirfind multicommodity flows, commaodities may only ferwardedat
good topologies that satisfy bandwidth requirements is-obvyntermediate nodes, comparable to all unicast in data m&syo
ously different from — and arguably easier than — findinghe concept ofnetwork codingextends the capabilities of
optimal ones. network nodes in a communication session: from basic data
There exists an extensive body of research in the areafofwarding (as in all unicast) and data replication (as irotP
multicast routing in wide-area IP networke.q., [7]). The overlay multicast), tawoding in Galois fieldsFig. 1 illustrates
advantage of IP-based multicast is brought by data packetlassic example of how network coding assists to improve
replication on multicast-capable switches, improving danend-to-end throughput. Ad?; receives botha and a + b
width efficiency and throughput compared to all (naive) astc (encoded over GF(2)), it is able to decode and retrieve both
between the source and the multicast receivers. Howewee sia andb. If the link capacities aré, the maximum achievable
it is based on the construction of a single tree, the enditb-ethroughput with network coding i8. Without coding, it can
throughput is not optimal compared to what is achievable e computed that the optimal throughputli§75 [3]. If only
a topology beyond a tree. one multicast tree is used (as in IP multicast), the achieved
As IP multicast is not readily deployed, algorithms prothroughput isl.
moting application-layer overlay multicast have receiden
proposed as remedial solutions, focusing on the issue of
constructing and maintaining a multicast tree using onlgt en
hosts [8], [9]. Though a single multicast tree may not lead to
optimized throughput, recent studies.d., SplitStream [10],
CoopNet [11], Digital Fountain [12] and Bullet [13]) have
proposed to utilize either multiple multicast treésrés) or a
t0p0|09ica|m93ht0 deliver striped data from the source, using (@) Masiinum throughput with ;Ze multicast (b??\/laximumthroughput \?wzth
either multiple description coding or source erasure cddes tree is 1(1.875 with multiple trees). network coding is 2.
§p|lt content to be multicast. These proposals ha.ve inde, |g. 1. The advantage of network coding with respect to imimgwthe
improved end-to-end throughput beyond that of a single, tr&gq.-to-end multicast throughput froito R and Rs.
but there have been no discussions on whether the optimal
throughput may be achieved, or how close the proposedThe recent breakthrough theorem in network coding shows
algorithms approach optimality. In this paper, we studyhsughat, for a multicast session in directed networks, if a rate
achievable optimality, while considering the most geneasle x can be achieved from the sender to each of the multicast
where the data source transmits a stream of bytes, and is raeivers independently, it can also be achieved for thieeent
assumed to perform any source or error correction coding.multicast session (refer to independent proofs of Ahlswede




et al. [4] and Koetteret al. [5]). In addition, Li et al. [15]
show thatlinear codessuffice to achieve such a property. All
linear coding operations are defined as linear combinations
over Galois fields with fixed element lengths, thus the size of
the data does not increase after being encoded.
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IIl. ACHIEVING OPTIMAL THROUGHPUT INUNDIRECTED
DATA NETWORKS. THE SINGLE MULTICAST CASE

(a) s_teiner t_ree packir_lg and (b) multicast with network coding.

We begin our study from the case of a single multicast mulicast without coding.
session. We consider the most general form of data network, 2. The achievable optimal throughputiiss without coding, and with
represented by a simple gragh = (V, E') with undirected coding.
edges between network nodes. Each edge represents a com-
munication link, and the edge capacities are specified bye
functionC : E — Q* (where Q™ denotes the set of positive
rgtlonal number;), rgpre_sentmg the avallabl_e bandwidfac- Steiner strength. In an undirected capacitied network,
ities of communication links. Throughout this paper, weu®c . - .

: . : e consider partitions of the network where there exists at
on thefractional model of data routing, where the capacity orv

. . . o ast one source or receiver node in each component of the
each link may be shared fractionally in both directions, ang P

. . ) oo gartition. Let P be the set of all such partitions. Tlgteiner
information flows may be split and merged at arbitrarily fin . ' .
scales Strengthof IV is defined asnin,cp |E.|/(|p| — 1), where|E,|

. is the total inter-component link capacity on the set of ¢ink
We useM = {mg,m1,...,mi} C V to specify the set P pactty

. . . ) E. being cut, and|p| is the number of components in the
of nodes in the multicast group, with, being the sender. In _° 9 i P

L . . partition p. It is a natural extension afetwork strengtf19]
graphical illustrations throughout this paper, nodes\inare defined for a broadcast network. It is known from our previous
shown as black, and nodes In — M are shown as white.

Link labeled with thei i dunlabeled link work that network strength is equivalent to the achievable
INKS are labeled wi €l capacities, aaiuniabeted links optimal throughput in broadcast sessions [3]. Thereforis,a
have a capacity of.

) i ) natural direction to compute optimal multicast throughpyt
A. Steiner tree packing and Steiner strength computing the Steiner strength.

Jen if Steiner tree packing is computationally feasitileyay
not always vyield the actual optimal multicast throughput.

To compute the optimal throughput of multicast sessions, Unfortunately, the Steiner strength problem turns out to be
Steiner tree packinl6], [17] and Steiner strengtthave been NP-complete as well. The fact that computing Steiner stieng
the state-of-the-art. Unfortunately, both are NP-harditsmhs. is NP-complete also rules out the possibility that Steiner
Steiner tree packing.Consider the case of information flowsstrength and optimal multicast throughput are always eduoal
in one multicast session from a source to a set of destirstiofact, we find that Steiner strength is either equal to or highe
It can be theoretically shown that, if coding is not consadier than the achievable optimal throughhut
achieving optimal throughput via multiple multicast trées p_ Efficient solutions for throughput optimization: the of
equivalent to the problem @teiner tree packingvhich seeks | inear Program
to find the maximum number of pairwise edge-disjoint Steiner ) o
trees, in each of which the multicast group remains condecte Contrary to the previous pessimistic views, we present the
An intuitive explanation to such equivalence is that, eacdPrising result that efficient solutions do exist for cartipg
unit throughput corresponds to a unit information flow beingPtimal throughput in undirected networks. \We first forntela
transmitted along a tree that connects every node in thepgroli’® Problem as a linear network optimization problem, in
The maximum number of trees we can find corresponds to t8ich both the number of variables and the number of
optimal throughput for the session. Fig. 2(a) shows such §Anstraints are bounded WY (|M||E]). We then show that
example. In the figure, each letter corresponds to a distifB€ result of such optimization exactly gives the maximum
Steiner tree, and nine such Steiner treedd(7) exist in the achievable throughput, as well as the corresponding rgutin
shown packing scheme, where the tree corresponding to>trategy. We also discuss possible solutions to the linear
is highlighted. Since each link with unit capacity needs tgrogram.
accommodate$ Steiner trees, the achievable throughput on Ve begin by presenting therientation constraintsof the
each tree is, therefor@,2. This leads to a multicast throughputin€ar program that computes optimal throughput. dxen-
of 1.8, which is optimal without coding. tation of a network NV is a strategy to replaje each undiLe:cted

Unfortunately, Steiner tree packing has been shown to Wek ¢ = uv with two directed linksa, =uv and a; =vu,
NP-complete [17], [18], and the best known polynomial timguch thatC(e) = C(a1) + C(az). After the orientation, the
algorithm has an approximation ratio of aroumnd5 [18].

With the same example, we can also show that the achievab|1é)bserving space con;traints, we exclude the proofs of #ssltrand the
optimal throughput with network coding #5(Fig. 2(b)), which NP-completeness of Steiner strength. Interested readerseterred to our

) i ) - ) technical report [20], which also includes more detailedlaxations and an
is higher than that achieved without coding. Consequentbxample in which the Steiner strength is higher than the optintaughput.



set of undirected linksy becomes a set of directed links, polynomial, and on the order @(|M||E|). The conceptual
with the number of links in the set doubled. flows f!... f* constitute the optimal routing strategy.

W? proceeq to consider flows from the source to tngroof: The orientation constraints reflect complete flexibility
multicast receivers. To take advantage of the power of mktqu orienting the undirected networkV, without being too

tcr? ding to retsc;:Ive coTpeI‘tglon foFrIImk (i/?/pe:jcnfl_es, we "dmt’e | restrictive or too relaxed. For each fixed orientation, emaal
fl € concep to Orllcﬁp ua thO\,:V$C OW),; . ethe Inetczz;ﬁp Lf[a flows are being maximized with independent and standard
OWsS ‘as NEWork Tows that co-exist In the netw OUl hetwork flow constraints, as well as the extra constraint tha

contencli.mg for link capacities. h imal th h conceptual flow rates are equal to each other. Therefore, the
hOur !nearbf)rogrgm t]? co(rjnpute t ret‘:f)lpt'ma throughpUteg it of the maximization is the maximum possible flow rate
shown in Table |, is referred to as theFlow LP since it yhot can pe independently achieved from the source to all

i k
is based on conceptual flows. In the LP,... f* are the o aivers over all possible orientations of the network:
conceptual flows from sendet, to each of the receivers. Each

flow vectprfi specifies a flow ratg?(a) for each directed link
a € A. f}, (v) denotes the total incomingf flow rate at a node

X =max[ min (maximummgy — m; flow rate)],

0€0 m;eM—{mo}

v, similar for fZ ,(v). Finally, the scalary is the target flow
rate of optimization.
In addition to the orientation constraints, tbiElow LP also

where O denotes all possible orientations of the network,
and M — {mo} is the set of multicast receivers. Recall the
recent breakthrough in network coding [4], [5] shows that, f

includes thenetwork flowconstraints for each conceptual flowa fixed orientation of the network, a ratecan be achieved for
and theequal rateconstraints. The network flow constraintghe entire multicast session if and only if it can be achieved
are specified in a compact form for all conceptual flowgpr each multicast receiver independently. This impliestth
which requires (1) flow rates must be upper bounded by linke maximum throughput in each orientation equals to the
capacities; (2flow conservationi.e., the incoming flow rate in minimum of the maximum source to receiver flow rate. The
the conceptual flowf* equals to outgoing flow rate ifi* at a cFlow LP essentially maximizes this min-max flow over all
relay node forf?; and (3) the incoming flow rate at the sourcgossible network orientations, and obtains the max-mix-ma
and the outgoing flow rates at the receiver are all zero, fobow that is precisely the maximum multicast throughput ia th
eachfi. The equal rate constraints require that the flow ratesiginal undirected network. Further, the source may trans
of conceptual flows are identical, with being the uniform information to each receiven; according to the conceptual
flow rate. With these linear constraints, the target flow rate flow f?. Should more than one conceptual flows utilize ca-

is then maximized.

pacity on the same link, the conflict can always be resolved,
provided that network coding is applied appropriately [8],

TABLE | The cFlow LP contains2|E| orientation variablesC/(a),
THE CFlowLP 2|M||E| virtual flow variables fi(a), and one target flow
Maximize: X rate variabley. Therefore, the total number of variables is
g‘:gggﬁt;; constraints: 2(|M| + 1)|E| + 1, which is on the order oD(|M||E|). In
0 < Cla) VacA addition, thecFlow LP contains3|E| orientation constraints,
Cla1)+C(az) = Cle) VeeE (4|E| + |V|)(|M] — 1) network flow constraints, as well as

Independent network flow constraints for each conceptual flow:

We are now ready to present one of our main contributio

of this paper, by showing that th&-low LP provides an effi-

cient algorithm to compute the achievable optimal throughp

as well as the routing strategy.

Theorem 1. For an undirected data network with a singl

multicast sessionN = {G(V,E),C : E — Q"M =
{mg, m1, ..

be computed irpolynomial timeusing thecFlow LP, in which
both the number of variables and the number of constraiets

.,mi} C V}, the maximum end-to-end through-
put x(N) andits corresponding optimal routing strategy ca

|M|—1 equal rate constraints. The total number of constraints

0 < fY(a) Vi€[l.kl,Va€ A is, therefore(4|E| + |V |+ 1)(|M| — 1) + 3| E|, which is also
[(a) < C(a) Vie[l.k],Vae A on the order ofO(|M||E|). O
fin(v) = fou(v) Vi€ [L.k],VoeV —{mo,mi} The optimal routing strategy computed biflow LP spec-
f’i:"(mo) = 0 VZ, € [1.K] ifies the rate of data streams being transmitted along each
Equa{°?£f?éins§ain?s: Vi € [1-K] link. Based on the routing strategy, we need to perform the
X = fi(m) Vie[L.A] additional step ofcode assignmento compute thecoding

strategy, before data streams may be transmitted. The godin
strategy includes one transformation matrix for each node,
H\gwich specifies how incoming data streams are linearly coded
into outgoing streams. Given the routing strategy from the
cFlow LP, there exist polynomial time algorithms to perform
such code assignments [21]. Therefore, we have the follpwin
corollary of Theorem 1:

%orollary 1. The complete solution that achieves optimal

throughput in undirected data networks with a single magic
session can be computed in polynomial time, including both
rt]he routing and coding strategies.

ar In order to evaluate the advantage of network coding with



respect to improving achievable optimal throughput, weehathroughput.
implemented both theFlow LP and a brute-force algorithm
. . - [V. ACHIEVING OPTIMAL THROUGHPUT INUNDIRECTED
to compute the Steiner tree packing number. The Steiner tree ]
: . . . DATA NETWORKS: MORE GENERAL CASES

packing algorithm enumerates all steiner trees in the métwo o .
assigns a flow variable to each tree, and then maximizes théur efficient solution, thecFlow LP, can be extended to
summation of all tree flows, subject to the constraints that tSolve the optimal throughput problem in cases beyond aeingl
total weight (throughput) of trees using each link should nénulticast session. We now present its extensions (1) tashic
exceed its capacity. broadcast and group communication sessions, (2) to the case

We have evaluated both theFlow LP and Steiner tree ©f multiple communication sessions, and (3) to the model of
packing (denoted as(N)) using our previous example inOverlay networks.
Fig. 1, as well as a set ainiform bipartitenetworks, which are A The cases of unicast, broadcast and group communication
believed to be good candidates to show the power of coding &&ssions
improving throughput [21], [22]. A uniform bipartite netwo
C(n, k) consists of the data source and two layers: one with
relay nodes and the other wifff) receivers. Each relay node
is connected to the sender, and each receiver is connected

Since unicast and broadcast can be viewed as special cases
of multicast, where two nodes and all nodes are in the mul-
Eié:ast group, respectively, our solution in the single necakt
case can be readily applied to a single unicast or broadcast

different group ofk relay nodes, and all links have a capacit . . L . X
group Y b %essmn without modifications. In the case of a unicast @essi

of 1. For instance, the network in Fig. 2 (5(3,2), and the . . i

. e Do . the cFlow LP essentially solves a linear program for a single
classic example of network coding in Fig. 1 is isomorphic to )
C(3,2) network flow. In the case of a broadcast session,dRlew

Table Il summarizes the results of our empirical studieLP computes the optimal broadcast throughput, which has

. . . ; . EEen shown by our previous work to be the same as both
from which we have derived the following observations. “’:'rsthe spanning t?/ee pagking number and the network strength
the cFlow LP is much more scalable and efficient than Stein?é]

tree packing, which fails to compute a solution for a netwask

small asC(5, 3), with only 16 nodes and5 links, but almost . :
. . . : uted from either the perspective of network strength onspa
50 million different Steiner trees. In separate experiment . . ' : :
the cFlow LP is able to comoute the ootimal throuah uping tree packing. Cunningham [19] first gave a combinaltoria
. P P 9NPUL Horithm  that computes the network strength, which was
for networks having thousands of nodes. Second, optimaf._ . .
. L er improved by Barahona [24]. Both algorithms are based
throughput with coding is always lower bounded by tha . ; o
) S ) . on matroid theory, and are highly sophisticated. Though the
without coding; however, network coding only introduces a . : .
. . ; : Spanning tree packing problem has an LP formulation, the
slight advantage, with the (I)/x(N) ratio no higher than number of variables is exponential. It is therefore neagssa
1.125. Third, coded transmission may lead to more integr ! P ) s

o 0 work on its dual program, where the minimum spanning
flow rates and throughput than uncoded transmission. . .
tree algorithms can serve as the separation oracle. In com-

TABLE Il parison, thecFlow LP provides an efficient alternative, with a
polynomial number of constraints and variables, and witth bo
general LP solvers and custom-tailored distributed subigra

Traditionally, these three equal quantities have been com-

COMPUTING OPTIMAL THROUGHPUT cFlow LP vs. STEINER TREE

PACKING
solutions [23] available.

Network [ [V| [ [M[] |E] | x(W)] =(N) | 253 | # of trees
Fig. 1 7 3 9 2 1.875| 1.067 | 17
C(3,2) |7 |4 [9 [2 18 | 1.111 | 26
c4,3) |9 5 16 | 3 2.667 | 1.125 | 1,113
C4,2) 11 | 7 16 | 2 1.778 | 1.125 | 1,128
C(5,4) 11 | 6 25 1 4 3571 | 1.12 75,524
C(5,2) 16 | 11 | 25 | 2 1.786 | 1.12 119,104
C(5,3) |16 | 11 |35 | 3 - - 49,956,624

As a final note, we point out that beyond applying general
linear programming solutions — such as the simplex methodig. 3. Transforming group communication into multicast trarssion.
— it is also possible to design custom-tailored algorithrs f
the cFlow LP, to take advantage of its underlying network Group communication refers to many-to-many communi-
flow structure. In an accompanying paper [23], we applgation sessions where multiple sources multicast indegpgnd
Lagrangian relaxation on the dual program of the cFlow LBata to the same group of receivers, the set of senders and the
and design a distributed subgradient solution. The algworit set of receivers may or may not overlap. Previous work [5] has
iteratively refines an existing orientation of the origimadt- shown that a many-to-many session can be easily transformed
work, until an optimal one is reached. At this poifit/| max- into a multicast session, by addingsapersource, which is a
flow computations are invoked to find the optimal multicagtaditional technique in network flows. As illustrated irgFB,



we can add an additional sour§eo the network, and connecta sessioni on link a is f'(a) = maxjcp. g, f(a). The
it to each of the sources in the group communication sessiemax function is not linear, so this constraint is relaxed to
with links of unbounded capacity. We may then apply th¢i(a) > fii(a),Vj € [1...k;].

cFlow LP to maximize the multicast throughput fros to

all the receivers. Additional constraints can be applieflaw

rates on the newly added links between the super source and
the original sources in the session, governing fairnessngmo
the original sources. The outcome from ttielow LP is the | Maximize: X
optimal throughput and its corresponding routing stratiegy | Subject to:

L C - Orientation constraints:
the original group communication session. 0 < C(a) VaeA

C(a1)+C(az) = C(e) VYeeE
Multicommodity cFlow constraints:

TABLE 1l
THE mFlowLP

B. The case of multiple sessions

In its most general form, the optimal throughput problem ¢ o < fl(a) Vi€ [l.s],Vj € [1.ki],
allows multiple communication sessions of different types _ ‘ Va € A
co-exist in the same network. Since multicast is represgata f'(a) < fia) Vi€ [l.s],Vj € 1.k,
— in that unicast, broadcast and group communication can |al o Vac A
be transformed into multicast — it is sufficient to consides t z;jizl fila) < Cig“) Va g A ,
optimal throughput problem in the case of multiple multicas | /i (v) = four(v) Vi€ [l.s],¥j€[l.ki]
. Yo €V —{mi,, mi, }
sessions. 5 (may) =0 Vie[l.s],Vjel Jk-]
To achieve optimal throughput with multiple sessions, we fz-g%(m”{ W vz' 1“8 ’v], L
need to consider the problem of inter-session fairness. Thg Four(miy) = : i€ [Ls], Vg € [Loki]
qual rate COﬂStI’aIntS.

definition of falrr_wess is usually apphcaﬂon_ dependentw_ho X = fi(mi) Vie L]V e [Lki]
ever, as long as it can be expressed using linear constra@ts| oimness constraints:

can easily include them in the LP formulation. With respect{ . _ i/, vie[1 sl

network coding in multiple sessions, it is theoreticallysgible i S

gc;ﬁ:fepr:¥ Sr;it;’;/g:; ﬁgxgve?nwrgu;?pi chir:;??hgregsr;isbio{'heorem 2.In the case of multiple multicast sessions with
' ' 9 9 P coding by superposition, the optimal end-to-end throughpu

and usecoding by superpositiorf4], i.e., network coding . ; . . . )

. : . ! . and its corresponding optimal routing strategy in undedct

is applied only to incoming streams of the same sessio. : i
. . . .~ data networks can be computed in polynomial time, by the

This argument is mainly supported by the computationa

. - ) o : mFlow LP.
mtrallctat')lhty of the optimal t'h.roughput prob]gm |f|ntee§3|0n Proof: The correctness of thenFlow LP builds upon the
coding is allowed. In addition, our empirical experiences

correctness of theFlow LP, which is proved in Theorem 1,

show that allowing inter-session coding can hardly improvqus the fact that for coding by superposition, data tragsion

. o . p
optlma_l throughput., aqd Itis n ot practical to code dat from different sessions constitute totally different cooities
from different applications either.

The mFlow LP given in Table Ill is designed to solve theWhen competing for link capacity. Eurthermore, Itis easy to
. : ; . . check that both the number of variables and the number of
optimal throughput problem with multiple multicast sessip

) . ; . _constraints in thenFlow LP are on the order o®(s|M||E|),
where we use weighted proportional fairness as the fairne

model. It is the result of extending theFlow LP to its Wheress is the number of sessions. =
multicommodity variant. We assume there exist a totalkof C. The case of overlay networks

multicast sessions, numbered &s..s. Each sessiori has Since neither network coding nor data replication (for

a sourcem;,, a number of receiversn;, ...m;, , a set of |p mylticast) are widely supported in the current-genenati

conceptual flows™* ... f**:, as well as a weight; indicating network elements in the core, we consider the caseveflay

the importance of the session. The scafaris the common networkswhere only the end hosts have the full capabilities to

rate for conceptual flows within sessionthe scalary is the forward, replicate and code data streams, and the core rietwo

common weighted throughput for all the multicast sessionslements (henceforth referred torasiter§ may only forward

and the target of thenFlow LP is to maximizey. data packets as is. We note that the case of overlay networks
The mFlow LP replaces the standard network flow conis actually more general than the classical model of untéitec

straints in thecFlow LP with a set of multicommoditgFlow data networks we have used so far, which hints that the optima
constraints. Since flows of different sessions contendifd | throughput pr0b|em may become harder to solve.

capacity, the summation of the per-session flow rates should et N = {G(V, E),C :— Qt,M = {mq,...,my},H =

not exceed link capacities. Since flows within the same sBssivf U {my1,...m,} € V} be an overlay network with

do not compete for link capacity, the effective flow rate with 3 multicast session. The multicast grodp is a subset of
2 i . - . the end hosts?. If M = H, i.e, all end hosts are in the
t is known that finding sufficient and necessary conditions fhe

feasibility of multiple sessions in this case is equivalemtfinding a point mUIt?CaSt group, Gargt al. [25] _thS shown that th_e optimal
in an algebraic variety, which is NP-hard [5]. multicast throughput can be efficiently computed in thise¢as




by working on the dual program of a natural LP formulatiorProof: Since relay nodes in the overlay network can not
It has also been shown in [25] that, in the general case tleplicate or encode data, a data stream that is transmitted
optimal throughput problem without network coding is théetween two end hosts without passing a third end host
overlay Steiner tree packing problem, and is still NP-catgal remains unchanged throughout the transmission and upon ar-
With the support of network coding, however, we are abléval. Therefore, it is valid to model these direct transsioss
to extend thecFlow LP to its overlay variant, referred to asbetween end hosts as multicommodity flows. The validity of
the oFlow LP, to solve the optimal throughput problem irthe cFlow constraints in the overlay layer may be derived
the model of overlay networks. TheFlow LP takes a hier- from the correctness of theFlow LP, which we have proved
archical view of the multicast transmission, with anderlay in Theorem 1. Furthermore, inspection on the variables and
and anoverlay level. The underlay level corresponds to theonstraints in theFlow LP reveals that, the number of both
physical network topology, and has multicommodity floy#s are on the order o®(|H|?|E|). O
connecting each pair of end hosts andm, via only routers  Similar to the extension froncFlow to mFlow, one may
as intermediate nodes. The overlay level is conceptual, agxtend theoFlow LP into its multicommodity variant to
contains end hosts fully connected as a complete graph. Tdeeommodate multiple sessions in overlay networks. More
link a;; from m; to m; has a capacity equal to the underlagpecifically, one needs to replace the ovedBjow constraints
flow rateg*/. We then apply theFlow LP in the overlay level with the overlaymFlow constraints in the third group of con-
to maximize the end-to-end throughput, where each nodesisaints of theoFlow LP. The resulting linear program has both
capable of replication and coding. its number of variables and number of constraints bounded by
In the oFlow LP shown in Table IV, we include three O((|H|* + s|M|)|E|). This is usually not worse than those
groups of constraints. First, the orientation constraiate of the single-sessioaFlow LP, since|H|* dominatess|M| in
identical to those included in theFlow LP. Second, the most cases.
standard multicommodity flow constraints are specified for
the underlay flows between end hosts and via routers only.
Third, we introduce the mapping constraints that map theDue to the lack of efficient algorithms, previous studies
underlayg* flow rate to the overlay link capacity (referredon the problem of improving session throughput are largely
to asC’(agj)), and then apply the original constraints in th@ased on experimental or intuitive insights. We argue that t
cFlow LP at the overlay level. The target of tloé-low LP is  availability of the cFlow, mFlow and oFlow LPs has signifi-
to maximize throughput in the overlay level. cantly changed the landscape, and has made it computdgional
feasible to study the exact benefits of various proposals to

V. EMPIRICAL STUDIES

TABLE IV achieve higher throughput, including a single multicasetr
THE oFlowLP with data replication, multiple multicast trees, and netwo
coding. Our empirical studies are based on the implementati
Maximize: X of all three LPs that we have proposed. In comparison studies
Subject to: _ we have also implemented algorithms to compute the optimal
O”gmaﬂon CO“Stra'@Si Cla) Vac A throughput with multiple multicast trees but without cagiin
Cla)+Claz) = Cle) VeeE the opt!mal throughput Wllth a Wlde'St multicast tree, as asl|
Underlay multicommodity flow constraints: the optimal throughput with all unicast from the source to al
0 < g¢¥(a) Vi,je[l.h,VaeA receivers. Topologies used in our simulations are gereiate
S ¢¥a) < Cla) Vi,j € [1..h],Va € A the BRITE topology generator [26], with sizes ranging from
97 (v) = g¢i.,(v) Vi,j€el.h,YveV - H 10 to 500 nodes, both with and without power-law properties,
9: (v) = 0 Vi,j € [1..h],Yv € H — {m;} with heavy-tailed or constant link capacities.
g2 ..(v) = 0 Vi, j € [1..h],Yv € H — {m;} . ) . .
Overlay cFlow constraints: How advantageous is network coding with respect to improv-
C'(af;) = gf)_if,(mi) Vi, j € [1..h] ing optimal throughput?
0 < fid)  Vie L.kl The ratio of achievable optimal throughput with coding over
i L Vaj < A: :,{“;J” <i,j < h that without coding is referred to as tlmding advantage
;i(‘(lv)) s ? (“(3) z? ee[ 1A k]v ng g']'{k]_ v Recall that we have investigated the coding advantage iteTab
f}:(mo) _ 0"’“ Vi e [1--1%‘]7 I, ar_1d are un_able to expe_rimentally find cases where n(_etwork
Fiulms) = 0 Vi € [L.k] coding may improve optimal throughput by a factor higher
Y = fi(mi) Vie[l.k] than1.125. We are naturally led to the questiohat is the

upper bound of the coding advantage?

Previous work [21] shows that in directed acyclic networks
Theorem 3. In the case of a single multicast session in theith integral routing requirement, there exist multicast-n
model of overlay networks, the optimal end-to-end throughpworks where the coding advantage grows proportionally as
and its corresponding optimal routing strategy can be coreg(|V]), and is thus not finitely bounded. However, we found
puted in polynomial time, using theFlow LP. the situation is drastically different in undirected netl In




(a) Size of multicast group = 3

w
a

[3], we use undirected splitting and graph orientation tovpr

that, for multicast transmissions in undirected netwotke, B0
coding advantage is bounded by a constant facto?.of gzs

Given the bound.125 obtained for contrived networks, and %20
the bound2 proven in theory, we further studied the coding 21
advantage in over one thousaremhdomly generated topolo- éw | | |
gies. Our observation is that, fatl the random topologies we g
tested, the coding advantage always remaifisi.e., network o
coding does not introduce any improvement in achievable * NUmber f nodes i the network
throughput. This implies that the fundamental benefit of net I
work coding isnot higher optimal throughput, but to facilitate B0 S Sveriay micast
significantly more efficient computation and implementatib gzs
strategies to achieve such optimal throughput. %zo
How advantageous is standard multicast compared to unicast % 18
and overlay multicast? Ev

The cFlow LP is instrumental to precisely compute the °° 1 | 1l

o

achievable optimal throughput with one multicast communi- 50,00 150 200 250 300 350 400 450, 500

cation session, either with network coding or with multiple

multicast trees, since the outcomes from the two are hardig. 4. Achievable optimal throughput using standard musticaverlay
different. In either case, data replication need to be stupgo multicast, and all unicast from the sender to all receivers.

on all network nodes, including core network elements. # ha

been common knowledge that, when compgred to u.nicast fr%@ta. On average, the optimal throughput of overlay mudtica
the source tq 'T"” receivers, standard multicast pr|ngsebetF over 95% of standard multicast. This observation shows
bandwidth efficiency and higher end-to-end session throuqﬁat' from the perspective of maximum achievable throughpu

fut Howlev_?r,detven Ihn the cats_e olfttﬁnlcasr;[, ptath dlyer|3|:£:le%h”e there may exist contrived network topologies thatveho
0 be explorted to achieve optimal throughput, equivale more significant advantages of standard multicast ovelayer

maximum unicommodity flow problem. .lt Is npt imnmdiatelymulticast little difference remains once large scale ficat
clear h?w advla_ntagebouls standsrd mgltmf?sbt IS. h network topologies are considered. In summary, the allastic
Overlay multicast balances the tradeoff between the practy  oach does not scale, while overlay multicast may glosel

cality of standard multicast and unicast. It refers to thsecaa proach optimal throughput without requiring core rositer
where only the members of the multicast group may replicatg modified

or code data, whereas all other nodes may only forwar
data. The optimal throughput achieved by overlay multicastow sensitive is optimal throughput to node joins?
is efficiently computed by theFlow LP. When new nodes join the multicast session, how may
We perform a quantitative study that compares the optimathievable optimal throughput be affected? Intuitivefyai
throughput achieved with standard multicast, overlay iwast relay node joins the multicast group and becomes a new
and unicast. The study is performed in random networks witbceiver, the achievable session throughput should deerea
up to 500 nodes and ovei000 links. There are3 and 10 due to the following two causes: (1) a larger number of
members in the multicast group respectively, in two différe receivers may lead to more intense competition for bandyidt
sets of tests. Multicast nodes are randomly selected, wihd (2) a new node with low capacity may become a bottleneck
different multicast groups being as disjoint as possibler Fand limit the throughput for the entire session. Our siniotat
each network size, multiple tests are performed with diffiér results show that, the second cause has a much more sighifican
network topologies and different choices of the multicaginpact than the first one.
group, the results are then averaged. Fig. 5(a) shows variations of optimal throughput as the
As we may observe from Fig. 4, there exists obviousumber of nodes in the multicast group increases from three
differences between standard multicast throughput and @l[|V|/2], and then toV| (effectively a broadcast session),
unicast throughput, and the differences are more significdar various network size$V|. In this experiment, network
in Fig. 4(b), where the scale of the multicast transmissgn topologies are generated with two edges per node without
larger. This is due to the fact that with a large number gfower-law relationships, with heavy-tailed bandwidthttiks
receivers, the number of unicast flows increases in the hlition between 10 and 50 Kbps on the links. As we can
unicast approach, and links incident to the sender becowlgserve, when the size of the multicast group increases from
bottlenecks for the transmission. Surprisingly, the figalgo three to[|V'|/2], the effects on achievable throughput is rather
suggests that, the optimal throughput achieved by overlaignificant. However, further expanding the multicast grou
multicast is almost identical to that achieved by standatd the entire network leads to a much smaller decrease. Both
multicast, where all network nodes are able to replicatedec causes that we have discussed contribute to the initiabdser



of throughput, while the second causee( the effects of a types of throughput are shown: (pyevious optimal which

bottleneck node) plays a less important role in the subsgquespresents the optimal weighted session throughput béfere
decrease — when the multicast group contains half of tinew session is added; (B)cremental which is the weighted
nodes in the network, it is very likely for the group to haveéhroughput for the new session using residual link capesiti

already contained a node with low capacity. only, or just the previous optimal throughput if the achiglea
throughput of the new session is higher; andré&pptimized
(a) Heavy-tailed link capacity . . . .
as which is the re-computed optimal session throughput after
g4 the new session is added. Four groups of simulations are
2% performed, with two, three, four, and five existing sessions
= 30 . . . .
- respectively, before the new session is established. Eath m
32 ticast group has a size five, and nodes in different multicast
é“’ groups are chosen to be as disjoint as possible. Each session
'gl“’ is assigned an equal weight.
5
° B P rode e e i ” Number of sessions = 2 ” Number of sessions = 3
(b) Constant link capacity
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Fig. 5. Variations of optimal throughput due to new nodes ifwnthe B re-optimized
multicast session. 15 15
10 10
We further performed the same tests on power-law netwol
topologies with10 Kbps constant link bandwidth, and the —° H H H H H ° |H| | H
results are shown in Fig. 5(b). In the power-law topologies  ° . — 0 : p—
o~ © o O O O O o N ¥ © ©® O O O O O O

most nodes have small degrees of two or three, while
small number of nodes have high degrees. Therefore, the
initial multicast group usually contains a node with a small Fig. 6. Throughput variations as a new session is created.
degree already, which also has a low capacity, since the

link bandwidth is constant. In this case, only inter-reeeiv  Results in Fig. 6 show that, the addition of an extra session
bandwidth competition remains as a major concern. Howevdnes not dramatically affect the achievable optimal thhgug,

as we can observe in the figure, in most cases the optineapecially when the network size is large in comparison to
multicast throughput remains roughly constant, even afler the number of nodes involved in the transmissions. However,
the nodes have joined the multicast session. This countirthe existing sessions remain transmitting accordinghi® t
intuitive observation shows that, new receivers may shapptimal transmission strategy computed before the nevicsess
bandwidth with existing receivers well, and do not signifiia  joins, and only residual capacities can be utilized to serve
affect the achievable throughput, as long as their capacitie the new session (theacremental throughputase), then the
not too low. Spikes in Fig. 5(b) correspond to the occasionadsulting throughput is not satisfactory unless the nundfer
cases where nodes in the initial multicast group all hawessions is very smalk (= 2). In general, this may lead to
relatively high capacities. Both results in Fig. 5(a) an®)5( very low, even zero, throughput for the new session. Theeefo
have led to the same observation that, when new nodes joiit & necessary to perform re-optimization before a newieass
multicast session, the decreased optimal throughput islynaistarts to transmit.

due to bottleneck receivers with lower capacities.

Number of nodes in the network

How sensitive is optimal throughput to fairness constragm
How sensitive is optimal throughput to the addition of new

sessions? In order to investigate how inter-session fairness reguire

When new sessions are added to the network, how dwnts affect the optimal throughput, we establish three one
they affect achievable optimal throughput? Thd-low LP, to-two multicast sessions in networks of various sizes betw
presented in Sec. IV, makes it feasible to carry out odO and 350, and computed their total optimal throughput with
empirical studies. Fig. 6 shows the variation of optimahe following fairness constraints, respectively: (a) aorfess
throughput as new communication sessions are createde Thequirement, which leads to the maximum value possible for



the total throughput; (b) absolute fairness, in which eachance comparisons between optimal throughput multicakst an
session is required to have exactly the same throughput; $@)gle tree multicast. In the latter case, we computentidest
weighted proportional fairness, where the throughput @heaSteiner treewhich has the highest throughput from all possible
session is proportional to the associated weight of thai@es multicast trees. The throughput of a tree is the lowest dgpac
and (d) max-min fairness, in which no session throughpatf its links. We choose the tree with the highest throughput
can be increased without decreasing another already smaliher than the one that is most bandwidth efficient, sinee th
session throughput. latter is equivalent to the minimum Steiner tree problemiciwh

As a first small-scale experiment to gain some insightis, hard to compute or to approximate. Even when we can find
Fig. 7 shows the total throughput of three sessions in a m&twguch a bandwidth efficient tree, it may have an exceedingly
with twenty nodes, using thenFlow LP. Multicast groups low throughput, which is not practical for data transmissio
are chosen to be as disjoint as possible. The total weight
of three sessions; + wo + w3 = 1. As we can see, the

weight distribution has a significant impact on the achidwab — , c2W " @ledlink capaciy go oy talled lik capacty
total throughput. When the three weights are heavily unbe
anced, the session with the smallest weight can not reali % o0
its throughput potential, and consequently leads to a sm 20
value of total throughput. The achievable throughput wit
absolute fairness ab; = ws = ws = 0.333 is 91.8 Kbps. g 10 s ®
The global optimal throughput07.0 Kbps is achieved at < >
(w1, ws, ws) = (0.287,0.407,0.306), which turns out to be 2 10 50 100 200300 400 500 5 1050 100 200 300 400 500
identical to the throughput with max-min fairness in thisea é’ Constant link capacity E Constant link capacity
% ° g * Hl cFlow
% 20 % 0 [ ] Widest tree
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20
10
0 10 50 100 200 300 400 500 0 10 50 100 200 300 400 500

Number of nodes in the network

Fig. 8.  Achievable throughput and bandwidth efficiency: anparison
between the optimal throughput multicasElow LP) and the widest Steiner
tree.

Total throughput of 3 sessions (Kbps)

Fig. 7. Total throughput of three multicast sessions, as-seesion faimness
requirements change. In Fig. 8, we compare both achievable throughput and

Further results in Table V show that the excellent perfop—andwIdth efficiency between the two approaches. Bandwidth

. i . . efficiency is computed as the total receiving rate at allivece
mance of max-min fairness in the above example is not a . ) -
e ._divided by the total bandwidth consumption. We tested two
coincidence. As we may observe, when the network size IS . : : .
. . . . roups of networks, one with variable link capacity conferm
relatively large §0 and above in the table), max-min fairnes

always leads to optimal throughput. When the network size |9 to the heavy-tailed distribution, the other with comsta

. ) . s link capacity. For the variable link capacity case, optimal
small (L0 and20 in the table), the inter-session competition fo{hroughpput i)s/ higher than the widest Steif')]er t?/ee througt?pu
bandwidth becomes more intense. The throughput with max; : .

o o ) .. .a factor of over2 on average, showing the advantage of using
min fairness may be inferior to the optimal throughput irsthi

case, but the difference is usually small. the optimal transmission strategy computed withaRiow LP,

beyond a single multicast tree. Interestingly, the bantvwed-

TABLE V ficiency of optimal throughput multicast also outperforratt
TOTAL ACHIEVABLE THROUGHPUT WITH MAX-MIN FAIRNESS vs. gLoBaL ~ Of the widest Steiner tree multicast. The widest Steineg tre
OPTIMAL THROUGHPUT insists to use links with the highest bandwidth possiblel an

e 5 =5 T TS5 355 therefore may result in rather long tree branches, especial
network size H : H :
max-min (Kbps) | 120.0 1733 1600 1467 1467 1833 "IN tt?]e r:;.’]ffwork S'ZE 'f Iarge'th':or trl.e C?nStznt '.'gk (t:agf‘?'t
optimal (Kbps) | 126.1] 173.3 160.0 146.7] 146.7] 183.3 C¢2S€, he€ dilierence between the optimal and widest Steiner
tree throughput becomes even larger. Every tree in thislase
_ _ o the same throughput, therefore the “widest” selectioreddn
Does optimal throughput lead to low bandwidth efficiency? phecomes irrelevant. However, the difference in bandwidth
In order to find out whether achieving optimal throughputfficiency decreases, since it is no longer necessary tadacl
sacrifices bandwidth efficiency, we have conducted perfdong tree branches to achieve the maximum tree throughput.




The main problem we have studied in this paper is to
compute and achieve optimal throughput in data networks?l
in the general case of undirected communication links. Vy
have been pleasantly surprised at how results from network

VI. CONCLUDING REMARKS

coding are able to facilitate the design of efficient solugio
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